Impact Assessment on a Shoestring:
Measuring the Impacts of Forecast-based Financing in Resource Limited Settings

MSc Dissertation by Selby Knudsen

University College London

2021
Acknowledgement

I would first like to thank two people without whom this research would not have been possible, my advisors Dr. Bayes Ahmed and Clemens Gros. Both were always there for me when I had questions and offered all the support I could have asked for. Additionally, Bayes helped me throughout the year as my personal tutor, and he offered tremendous support in all aspects of the MSc program. A special thanks to Clemens, of the Red Cross Red Crescent Climate Centre, who helped me organize my thoughts and ideas and gave me essential insights into the Red Cross Red Crescent Movement.

I would also like to thank those people that took time out of their busy schedules to be interviewed. Without their time, ideas, and insights, I would not have had the data needed to understand the National Societies and formulate the methodologies.

Finally, I would like to thank my friends and family that have supported me throughout this process. Without their encouragement, I could not have produced the results that I did.
### Table of Contents

Acknowledgement ........................................................................................................ ii
List of Figures ................................................................................................................ vi
List of Tables .................................................................................................................. vi
Abbreviations .................................................................................................................. v
Abstract ........................................................................................................................... 1

1. *Introduction* ................................................................................................................. 2
    1.1 Research Question and Aims ................................................................................. 3

2. Literature Review and Background ........................................................................... 5
    2.1 Current Impact Assessment Landscape ............................................................... 5
        2.1.1 Understanding Impact and Impact Assessment in Humanitarian Work ........................................................................ 5
        2.1.2 Issues and Challenges in Impact Assessment .................................................. 6
    2.2 Example Impact Assessment Methodologies used in Humanitarian Studies .......... 7
        2.3 Evidence Specific to Anticipatory Action ......................................................... 8
            2.3.1 Methods in A-A ....................................................................................... 9
            2.3.2 Red Cross A-A Impact Assessments ....................................................... 9
            2.3.3 Issues with Current A-A Impact Assessments ........................................ 10

3. *Methods* ...................................................................................................................... 12
    3.1 Evidence Gathering on Methodologies ................................................................. 12
        3.1.1 Data Gathering ............................................................................................ 12
        3.1.2 Synthesis of Methodology Information ...................................................... 12
    3.2 Interviews ............................................................................................................... 12
        3.2.1 Study Setting .............................................................................................. 13
        3.2.2 Population and Recruitment ....................................................................... 13
        3.2.3 Data Collection .......................................................................................... 13
        3.2.4 Data Analysis .............................................................................................. 14
        3.2.5 Ethics ......................................................................................................... 14
    3.3 New Methodology Creation ................................................................................... 14

4. *Results* ....................................................................................................................... 16
    4.1 Methodology Descriptions ...................................................................................... 16
        4.1.1 General Overview ....................................................................................... 16
        4.1.2 Quantitative Studies ................................................................................... 16
        4.1.3 Qualitative Methodologies ......................................................................... 17
4.1.4 Mixed-Method Methodologies ................................................................. 19
4.2 Interview Results .................................................................................. 21
  4.2.1 Current Practices and Challenges .................................................. 21
  4.2.2 Capacity at NS ................................................................................. 22
  4.2.3 Important Information to Gather ...................................................... 23
  4.2.4 Summary .......................................................................................... 24
4.3 Methodology Scoring .......................................................................... 25
  4.3.1 Scoring Details ................................................................................ 26
  4.3.2 Choosing Methodology ................................................................... 27
4.4 Selected Methodology ....................................................................... 29
  4.4.1 Elements of Methodology ............................................................... 29
  4.4.2 SCM For FbF Programs ................................................................... 30
  4.4.3 Component 1: Developing Impact Model and Model of Success .... 30
  4.4.4 Component 2: Quantitative Survey ................................................ 31
  4.4.5 Component 3: Qualitative Survey .................................................. 32
  4.4.6 Component 4: Analysis and Reporting .......................................... 33
4.5 Modifications ....................................................................................... 33
5. Discussion ............................................................................................... 36
  5.1 Previous Uses of SCM and Modifications ......................................... 36
  5.2 Comparison of SCM to Other A-A Impact Assessments .................. 37
  5.3 Benefits of the Methodology for FbF Interventions ........................... 38
  5.4 Limitations of the Methodology in FbF Settings ............................... 40
  5.5 Limitations of Thesis Study Design ................................................... 40
  5.6 Future Directions of Research ............................................................ 41
6. Conclusion .............................................................................................. 43
7. References ............................................................................................... 44
Appendix A: Semi-Structured Interview Guides ....................................... 55
Appendix B: Methodology Scoring Guide .................................................. 60
Appendix C: Detailed Information on Methodologies Reviewed .............. 61
Appendix D: Additional Interview Quotes ................................................. 82
Appendix E: Scoring Rationale ................................................................. 85
Appendix F: Success Case Method In-Depth Specifics for FbF Studies ....... 90
List of Figures
Figure 1: Location of FbF programs (Source: German Red Cross, 2020) ...................... 2
Figure 2: Distribution of methodology types reviewed .................................................... 16
Figure 3: Current practices and challenges for FbF impact assessments .................. 21
Figure 4: Comparison of top three methodology scores ................................................. 28
Figure 5: Overview of SCM methodology flow .............................................................. 30
Figure 6: SCM modification with non-beneficiary success and failure interviews.... 34
Figure 7: SCM methodology modification with non-beneficiary surveys and interviews ............................................................................................................................................. 34

List of Tables
Table 1: Quantitative methodologies reviewed ............................................................. 17
Table 2: Qualitative methodologies reviewed ............................................................... 18
Table 3: Mixed-method methodologies reviewed ......................................................... 19
Table 4: Scores for all methodologies ............................................................................. 25

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-A</td>
<td>Anticipatory Action</td>
</tr>
<tr>
<td>FbF</td>
<td>Forecast-based Financing</td>
</tr>
<tr>
<td>IA</td>
<td>Impact Assessment</td>
</tr>
<tr>
<td>NS</td>
<td>National Societies</td>
</tr>
<tr>
<td>PIA</td>
<td>Participatory Impact Assessment</td>
</tr>
<tr>
<td>QCA</td>
<td>Qualitative Comparison Analysis</td>
</tr>
<tr>
<td>QUIP</td>
<td>Qualitative Impact Assessment Protocol</td>
</tr>
<tr>
<td>RCRC</td>
<td>Red Cross Red Crescent Movement</td>
</tr>
<tr>
<td>RCT</td>
<td>Randomized Control Trial</td>
</tr>
<tr>
<td>SCM</td>
<td>Success Case Method</td>
</tr>
<tr>
<td>WFP</td>
<td>World Food Program</td>
</tr>
</tbody>
</table>
Abstract
The evidence base of impact assessments in the still relatively novel field of anticipatory humanitarian action is limited, causing a lack of consensus on what is working well and what needs to be changed for these interventions. This scarcity of evidence has been attributed to the capacity and resource requirements of impact assessment methods currently used for anticipatory action, among other reasons. Therefore, the Red Cross Red Crescent Climate Centre, as well as researchers in the anticipatory action sphere, have detailed the need for novel methodologies that can produce robust evidence with lower cost and capacity requirements. This research aims to determine which methodologies work best for impact assessments of the Red Cross Red Crescent Movement's Forecast-based Financing (FbF) anticipatory action interventions. To accomplish these aims, methodologies previously used in the humanitarian and development fields were reviewed. Additionally, FbF stakeholders and employees of various FbF programs, were interviewed to determine current practices and challenges, capacities at different National Societies to conduct impact assessments, and ideas for information to gather. These interviews showed that capacity is variable across different National Societies and that there is a desire to gather qualitative data, which is currently done infrequently during FbF impact assessments. Using the interview results, a methodology was chosen and adapted to address the capacity and resource issues at different National Societies. The methodology chosen is a modification of the Success Case Method, which collects survey data and then uses that data to identify and explore intervention successes and failures. Several additional modifications are also proposed to account for the variability of capacity and allow for flexibility across the different National Societies. The next steps of this research are to discuss the methodology with stakeholders and run several pilot studies to see if it is feasible under real world conditions. If it is successful, this methodology could be used to contribute to the evidence base of anticipatory action going forward.
1. Introduction

In recent years, anticipatory action interventions have been gaining popularity as a technique for humanitarian interventions (Weingärtner & Wilkinson, 2019). The Red Cross Red Crescent Movement (RCRC) and the Red Cross Red Crescent Climate Centre (henceforth referred to as the Climate Centre), along with several United Nations organizations, especially World Food Program (WFP), have come up with a novel program meant to develop short-term measures to mitigate negative impact of extreme weather events and decrease the amount of money spent on disaster response (Weingärtner & Wilkinson, 2019). These programs utilize forecasts to organize early actions that can help beneficiaries prepare before a natural hazard strikes an area, therefore hopefully reducing the impact of the disaster (Weingärtner & Wilkinson, 2019; Coughlan de Perez et al., 2015; German Red Cross, 2017).

While different organizations have slightly different techniques, the aim is the same: to use forecasts to perform early actions and preparations, which will in turn reduce the impact of the disaster and potentially reduce the overall cost of the response. This report will focus on the Forecast-based Financing (FbF) system that was created by the RCRC with technical leadership from its Climate Centre in conjunction with other stakeholders. Figure 1 shows the countries that have established FbF programs.

![Figure 1: Location of FbF programs (Source: German Red Cross, 2019)](image)

The RCRC has expanded their FbF programs, and today there are 15 different National Societies (NS) with an established program (German Red Cross, 2020).
There is little published data that shows what impact these programs have on the beneficiaries they are meant to be helping. The impact assessments that have been done by the Climate Centre have been relatively resource and capacity intensive quasi-experimental studies, which have shown mixed results on the effectiveness of the programs (Gros et al., 2019; Gros et al., 2020). These studies require a strong knowledge of statistics, as propensity scores or other complex methods are used to compare beneficiaries with non-beneficiaries (Gros et al., 2019; Gros et al., 2020). The resources and capacity needed for such studies have proved problematic, with more experienced programs supported by more robust NS being able to cope with the logistics required, while more inexperienced NS require a large amount of outside consultation and assistance.

This research aims to address the need for a less resource, capacity, and logistically intensive impact assessment methodology that is still robust enough to aid in the monitoring and evaluation of FbF interventions, so that more data can be gathered on the impact to beneficiary households and the benefits of the intervention. The need for these new methodologies has been an express desire from multiple stakeholders in the anticipatory action sphere (Weingärtner & Wilkinson, 2019).

To accomplish the objectives of finding a more suitable methodology, this report will first outline a comprehensive review of impact assessments in the humanitarian and anticipatory fields and review different methodologies that have been used. It will then present insights from interviews with FbF staff and other stakeholders to better understand the capacity available and impact assessment changes wanted, and use this information to determine what type of methodology would be most appropriate in FbF settings.

**1.1 Research Question and Aims**

This report aims to answer the following question:

What are suitable methodological approaches for conducting robust FbF impact assessments within given resource, capacity, and time constraints?

**Research objectives**

1) Assess the current evidence landscape on humanitarian and anticipatory action impact assessments and review different methodologies used.
2) Record the thoughts of experts on FbF interventions and assess the resources and capacity of different NS to conduct impact assessments.

3) Determine a suitable methodology to assess FbF interventions.

Research aims

This project aims to identify or develop a methodological approach for assessing the effects of forecast-based humanitarian assistance on the disaster-affected population. Specifically, the approach should be as rigorous as possible regarding the assessment of beneficiary impacts while being tailored to the technical capacity and financial means of the average FbF implementing organization.
2. Literature Review and Background

2.1 Current Impact Assessment Landscape

In the development field, countless impact assessments have been done, using different methodologies, to determine if programs are producing their intended outcomes and impacts (Duvendack et al., 2012; Ferrah et al., 2021; Bousquet et. al, 2021; Fuller & Lain, 2017; Duvendack et al., 2014). This wealth of evidence does not exist in the humanitarian field, and even less evidence is available for anticipatory action impact assessments (Proudlock et al., 2008; Weingärtner et al., 2020). Since the 1990s, there has been an increased push for humanitarian organizations to conduct impact assessments on the work that they do (Proudlock et al., 2008). These impact assessments are meant to provide information on what is working and what needs to be changed in humanitarian interventions (Proudlock et al., 2008; DFID, 2012; Leeuw & Vaessen, 2009).

Even with this recent drive to measure the impact of humanitarian action, many final intervention reports do not include an impact assessment. UNICEF has estimated that only 15% of all interventions have an impact assessment as part of its evaluations (Watson, 2008). This chapter will outline what impact assessments are and current practices, the issues and challenges associated with conducting impact assessments for humanitarian work, the evidence base of impact assessments in the anticipatory action field, and the methodological challenges in anticipatory action impact assessments.

2.1.1 Understanding Impact and Impact Assessment in Humanitarian Work

Roche (2000, p. 546) has defined impact as ‘lasting or significant changes- positive or negative, intended or not- in people’s lives brought about by a given action or series of actions.’ This definition has been used by multiple different organizations and review papers, so it will be used as the definition of impact for this research (Watson, 2008; Hofmann et al., 2004; Chapman & Mancini, 2008). There are several important aspects of the definition to highlight to understand impact assessments (IAs) in the humanitarian context. First is ‘lasting or significant changes.’ In humanitarian crises, lasting changes may not be the goal of an intervention. If that is the case, significant changes are assessed to determine impacts. (Hofmann et al., 2004). Secondly, it is important to look at both positive and negative aspects of
interventions (Hofmann et al., 2004; DFID, 2012). The third part of the definition, ‘-in people’s lives brought about by a given action or series of actions,’ reinforces that IAs are specifically meant to look at actions and their effects on people’s lives. In humanitarian interventions, this definition can also be thought of as the preservation of current standards in the face of disruptions (Proudlock et al., 2008).

There are typically two different reasons that IAs are undertaken: learning and accountability (Watson, 2008; Jones et al., 2009; Chapman & Mancini, 2008; Hofmann et al., 2004). Learning studies are conducted to explore what the effects were and why they occurred. These studies are normally done to generate evidence on what does and does not work to improve decision making (Jones et al., 2009). Accountability studies are conducted to measure either upwards accountability to donors or downwards accountability to beneficiaries (Jones et al., 2009; Chapman & Mancini, 2008). This research will focus primarily on learning studies due to their focus on evidence generation.

2.1.2 Issues and Challenges in Impact Assessment

Due to the nature of humanitarian responses, there are several methodological issues that make humanitarian IAs more challenging than other types of IAs. First, many humanitarian interventions have a lack of baseline data (Proudlock et al., 2008; Watson, 2008; Hofmann, 2004; Bamberger et al., 2004). Humanitarian interventions commonly begin after a disaster, so data collected will not accurately reflect the situation prior to the disaster (Hofmann et al., 2004; Buttenheim, 2010). The lack of baseline data makes IAs challenging, as it makes comparisons to show impact difficult (Proudlock et al., 2008; Watson, 2008). One of the biggest methodological challenges in IA is attributing a change to a specific action. In humanitarian situations, it is possible that many different actions are taking place at the same time. Different organizations are working in the same area, so one specific intervention’s impacts can become obscured by other activities (Watson, 2008; Buttenheim, 2010; Hofmann et al., 2004). There is also issue of impacts not manifesting until later in the timeline, while many donors want an impact report as soon as actions are taken (Bamberger et al., 2004; Proudlock et al., 2008).

To address the issue of a lack of baseline data, several techniques have been established, for example a retrospective baseline or rolling baseline (Proudlock et al., 2008; Watson, 2008; Buttenheim, 2010; Hofmann et al., 2004).
Retrospective baseline is when participants recall information from before the intervention took place, while rolling baseline is when newly enrolled participants data is used as a baseline to compare the current data of participants that have received the intervention (Watson, 2008). There are also different methods to address the attribution issues, including quasi-experimental studies that have established a counterfactual to determine what would have happened without the intervention (Watson, 2008; Hofmann et al., 2004).

There are many different qualitative and quantitative methods used in humanitarian IAs, but the most common approach is a combination of the two, using mixed methods (Hofmann et al., 2004). When both qualitative and quantitative methods are used, the limitations of one technique are generally reduced when combined with another (Watson, 2008). One analysis of humanitarian IAs conducted since the 1990s showed that 90% involved a mixed methods approach (Proudlock et al., 2008).

2.2 Example Impact Assessment Methodologies used in Humanitarian Studies

While the number of humanitarian IAs is small compared to other development related impact assessments, there are still examples of IAs done (Proudlock et al., 2008; Watson, 2008; Casey, 2015). A meta review of water, hygiene, and sanitation (WASH) interventions in humanitarian crises looked at the quantitative evidence of impact of the interventions (Ramesh et al., 2015). This review found six studies that used quantitative methods to look at impact, with four using a longitudinal study design without control groups and two using a randomized control trial (RCT) design. The analysis concluded that methodological challenges of the reports analyzed limit the ability to determine association between WASH interventions and health outcomes (Ramesh et al., 2015). A similar meta review was conducted on cash transfers in emergencies. This meta review found five quantitative studies, with three using RCTs and one using a quasi-experimental methodology. This review showed that cash-based approaches can effectively increase food security, although methodological challenges were noted (Doocy & Trappis, 2017).

IAs that use primarily qualitative methods tend to look at community perceptions of the interventions. A meta review of the impact of mental health and psychosocial
support programs following humanitarian emergencies reviewed 15 qualitative impact studies, with all conducting either semi-structured interviews or focus groups. This synthesis shows that qualitative methodologies can provide in-depth information on perceptions of the interventions and changes that have occurred (Dickson & Bangpan, 2015). A review of both quantitative and qualitative impact assessments concluded that quantitative studies could not provide information on why interventions failed, and qualitative information was needed to better understand context (Marston et al., 2013).

Mixed-method approaches vary, but many collect quantitative data that is then triangulated with qualitative interviews or focus groups (Hofmann et al., 2004; Watson, 2008). A review of 113 IAs examining cash transfers in humanitarian situations included 71 mixed-methods methodologies. Many of these included quantitative surveys to collect evidence of impact, and qualitative interviews to better understand the context and challenges of the interventions (Doocy & Tappis, 2017).

2.3 Evidence Specific to Anticipatory Action

While there are a limited number of impact assessments done for humanitarian response programs, there are even fewer done for humanitarian programs that focus on anticipatory actions (A-A) (Weingärtner et al., 2020; Weingärtner & Wilkinson, 2019). The WFP put together a review of the existing evidence of A-A, finding a total of 15 empirical studies on the impact of these programs. One reason for the lack of studies could be the relative newness of the A-A programs, as many pilot programs have not had a triggering event yet (Weingärtner et al., 2020).

Another reason for the lack of evidence could be that impact assessments for A-A encounter the same issues that are seen in humanitarian studies. A-A impact assessments struggle with establishing a counterfactual. There is not always consensus in what the counterfactual should be for A-A, but they are typically either comparing it to a normal humanitarian response or no response at all (Weingärtner et al., 2020; Weingärtner & Wilkinson, 2019). There has been criticism that much of the evidence that is available has focused on what was done, and not on how well it works for whom and what action is needed in a specific context (Weingärtner & Wilkinson, 2019). More evidence is needed in this field to ensure that the programs are having an impact.
2.3.1 Methods in A-A

Of the interventions that have done impact assessments, the methodologies have varied greatly. Anticipatory assessments typically use either quantitative, qualitative, or mixed-methods. Most of the impact assessments in the WFP review were more focused on cost-benefit analysis than the impact on individuals (Weingärtner et al., 2020). Of the ones where the impact on beneficiaries was the main outcome of interest, the most common methodology used was a quasi-experimental study that compared beneficiaries to non-beneficiaries. These studies used statistical techniques, matching, and random sampling. Other designs included collecting qualitative data with no comparison group (Weingärtner et al., 2020). As with humanitarian studies, mixed-methods may be the best approach to IA in the anticipatory action context. A study in Bangladesh that was only able to collect qualitative data emphasized the need for quantitative data to confirm and expand on their findings (Tanner et al., 2019).

A more robust evidence base is needed, both to provide more evidence on the benefits of A-A and to determine whether A-A is more effective than regular humanitarian interventions and how early to provide the intervention (Weingärtner et al., 2020). It has been suggested that developing new methodologies that can deliver robust results in crisis contexts will be important to improve the evidence base for A-A impacts (Weingärtner & Wilkinson, 2019).

2.3.2 Red Cross A-A Impact Assessments

This research focuses specifically on RCRC IAs. Two of the FbF IAs have been published in peer reviewed journals and are well documented. Both employed a quasi-experimental quantitative methodology using propensity scores to match beneficiary and non-beneficiary participants to provide the main body of evidence (Gros et al., 2019; Gros et al., 2020).

The FbF program in Bangladesh targets the most vulnerable populations in the areas that are commonly affected by flooding. In 2017, heavy rainfall caused upstream water levels to rise, triggering the intervention. For this trigger, 1039 beneficiaries were given cash grants (Gros et al., 2019). To assess these cash grants, an impact assessment was done, with the goals of testing whether households that received cash were better able to evacuate, had fewer desperation
sales of assets, consumed better quality food, and had fewer debts than those that didn't receive cash. To do this, a quasi-experimental methodology was used. Four communities that received cash transfers were compared to four communities that did not receive funds (Gros et al., 2019). In addition to the survey, FGDs and KIIs were conducted to triangulate the quantitative data (Gros et al., 2019).

In Mongolia, early actions are designed around forecasts for dzuds, which are extreme winter conditions that are preceded by hot, dry summers. In 2017, the risk of dzud conditions were established and the FbF system was triggered. For this trigger, a total of 2000 herders were given a grant of 100 USD each and animal care kits were delivered (Gros et al., 2020). To assess the impact of the FbF early actions, a quasi-experimental study was conducted. This study used multi-stage cluster sampling, where provinces were randomly selected, then districts within the provinces were sampled, and from those districts intervention and comparison households were selected to fill out surveys. Propensity scoring, a statistical technique, was used to match beneficiaries and non-beneficiaries and balance socio-economic differences. Quantitative data on variables such as stock survival, assets, and other financial variables was collected (Gros et al., 2020).

Mongolia showed that there was a significant reduction in mortality of horses amongst those that received the grant (Gros et al., 2020). In Bangladesh, the proportion of households that reinforced their roofs or walls was twice as high in the beneficiary group (Gros et al., 2019). Although some results showed significant differences, additional work is required to fully understand the impact of FbF interventions.

2.3.3 Issues with Current A-A Impact Assessments

In terms of methodology gaps in the current FbF research, several issues were mentioned in the two papers. In the Mongolia study, researchers noted the need for additional qualitative research to better understand the complexity of the agricultural interventions. The quantitative information was not enough to gain a full picture of the impact (Gros et al., 2020). In the Bangladesh study, researchers noted that methodologies with a longitudinal component would have potentially collected better information on the long-term impacts (Gros et al., 2019). Most importantly, many NS may not have the capacity to conduct such studies, and the funding available may
not cover all costs. One of the reasons there are so few IAs in the humanitarian field is the complexity of quasi-experimental studies (Weingärtner & Wilkinson, 2019). With the lack of capacity and resources required, as well as the methodological issues, several stakeholders in the humanitarian field have expressed a desire for novel methodologies to conduct impact assessments with the resources available.
3. Methods

3.1 Evidence Gathering on Methodologies

The first step of this report was to do a review of different impact assessment methodologies that are used in the development and humanitarian field. This was done by looking at three different sources: evaluation websites, impact assessment reviews (both in the humanitarian and development field), and individual impact assessments that had been published in journals or by organizations.

Methodologies were excluded if they did not collect data from beneficiaries, if they were only used in business settings and had not been adapted to development or humanitarian fields, if they were not designed to capture impacts, or if there was insufficient information.

3.1.1 Data Gathering

Once the methodologies were identified, information on each was collected. The information was obtained from four main sources: methodology manuals, methods papers, case studies using the methodology, and evaluation websites. This data collection included gathering information on sampling techniques, comparison groups, data collection needs and techniques, data analysis capacity needed as well as analysis descriptions, type of evidence, and outcome metrics.

3.1.2 Synthesis of Methodology Information

Once methodologies were chosen and manuals and methods paper found and analyzed, data was synthesized to describe the different methodologies. Methodologies were first separated by the type of data that was gathered, using the three main categories of data collection: quantitative, qualitative, and mixed methods. Once the methodologies were organized into those categories, information assembled such as sample size, capacity needed to start assessment, data collection information, data analysis information, and evidence gathered was synthesized to create an in-depth description of each methodology.

3.2 Interviews

In this study, interviews were conducted to determine the capacity of NS to conduct IAs, the resources available, and what information different stakeholders wanted to
get from IAs. Interviews were conducted because very in-depth, detailed information was required to help determine which methodology would be most appropriate, and that information was best gathered from semi-structured, in-depth interviews.

### 3.2.1 Study Setting

This study was run with input from the Climate Centre to look at different impact assessments that might be feasible for the FbF programs that were being run at multiple NS with input from the Climate Centre. FbF programs are currently active in 15 countries looking at many different hazards. This study focused only on hazards that had a rapid onset, such as floods, and did not investigate the slower onset disasters such as drought. This was because the forecasting and timing of A-A is much more difficult to determine with longer onset disasters. Countries in all stages of developing their FbF programs were considered to determine feasibility, from those that had done impact assessments before to those that did not have any experience.

### 3.2.2 Population and Recruitment

This study relied on key informant interviews from two different sources, Red Cross employees that worked on FbF at various International Federation of Red Cross and Red Crescent NS, and other key stakeholders in the Climate Centre’s network of FbF programs. The aim was to recruit 10 participants with different experience in FbF. These ranged from developing programs and running impact assessments at NS to academics and donors. Key informants were selected purposefully to provide a range of opinions on what is needed in terms of impact assessment for FbF programs. The sample size was chosen because 10 interviews could provide a variety of insights into FbF programs, while being realistic within the time allowed.

### 3.2.3 Data Collection

A total of nine interviews took place over whichever video chat platform was most convenient for the participants. The 10th could not be conducted due to scheduling conflicts. All interviews took place over a digital meeting platform. All interviews were conducted in English, and all interviews were recorded with the permission of the interviewees. Semi-structured questionnaire guides and the code book can be found in Appendix A.
The interviewer did not collect any personal information such as age, gender, or position in the organization. Questions differed between those that worked at NS and those that did not. National Society questions focused on questions of previous experience and feasibility of impact assessments, with questions that asked about previous experiences with impact assessments, capacity available at the National Society, resources that might be needed, and what the national society was most interested in learning about their programs. Questions for other stakeholders included gaps in the current evidence, ideas for filling those gaps, outcomes of interest, and general impact assessment ideas.

3.2.4 Data Analysis

Each interview was recorded, either video or audio, and then transcribed. These transcriptions were stored in a secure and encrypted file storage system. Analysis was done in NVivo by the researcher. A thematic analysis was conducted to identify recurrent themes that addressed study questions and then transcripts were coded using those themes (Nowell et al., 2017).

3.2.5 Ethics

The study was approved by the ethics chair of the Institute for Risk and Disaster Reduction at University College London. Participants provided consent, including for video recording. No identifying information was collected.

3.3 New Methodology Creation

The information from the interviews and the methodologies that were reviewed were then combined to try and determine which existing methodology, with modifications specific to FbF programs, best fits the needs, capacity, and resources of the FbF programs at various NS.

To determine which methodology should be used for FbF impact assessments, a scoring system was developed. This system had four components that had been identified as issues to conducting IAs: capacity of national society, complexity of methodology, cost, and stakeholder preferences as determined during interviews. All four components were given a range of scores between 1 and 5, 1 being the most complex, requiring the highest capacity, being the least preferential, or the highest in cost, and 5 being the opposite end of the spectrum. The full description of each
category can be found in Appendix B. After establishing the scoring matrix, each methodology was given a score in all four categories based on the data that had been collected and the average was taken to give them a final score. The top three scoring methodologies were then looked at more in-depth for other factors that may lead to a standout methodology. Once all three were examined, one methodology was chosen based on the characteristics that interviewees determined were most important, and specific FbF related modifications were developed.
4. Results

4.1 Methodology Descriptions

Information on the different methodologies was gathered, including sampling techniques, pre-data collection activities, data collection, and evidence gathered. This section will detail the findings.

4.1.1 General Overview

Methodologies fall into three broad categories: quantitative, qualitative, and mixed-methods. Figure 2 shows the breakdown of the categories for the 18 methodologies that were examined.

![Figure 2: Distribution of methodology types reviewed](image)

Most of the methodologies found are mixed-methods, which highlights the trend in IA of gathering both quantitative and qualitative information (Hofmann et al., 2004). More detailed information on all methodologies reviewed can be found in Appendix C.

4.1.2 Quantitative Studies

Quantitative methodologies reviewed are characterized by having large sample sizes, comparison groups, and administering surveys to collect data (Shadish et al., 2001; Gertler et al., 2011; Puri et al., 2014). The methodologies reviewed can be seen in Table 1.
### Table 1: Quantitative methodologies reviewed

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Defining features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Randomized Control Trial (RCT)</strong></td>
<td>• Randomized intervention and control groups, differences in outcome examined (Duflo &amp; Kramer, 2003).</td>
</tr>
<tr>
<td><strong>Quasi-experimental Studies</strong></td>
<td>• Beneficiaries and non-beneficiaries matched and then differences examined (White &amp; Sabarwal, 2014).</td>
</tr>
<tr>
<td><strong>Case-Control Study</strong></td>
<td>• Match those with outcome to those that didn’t have outcome (Puri et al., 2014).</td>
</tr>
</tbody>
</table>

Note: References indicate one key reading per methodology

RCTs are considered the gold standard of IAs (Jones et al., 2004). The main tenet of the design is that people are randomized into one group that receives the intervention and one that does not (Duflo & Kremer, 2003; White & Raitzer, 2017). If randomization has been successful, differences in outcomes should be attributable to the intervention (Gertler et al., 2011). Quasi-experimental methodologies use different forms of matching to compare beneficiaries and non-beneficiaries. For example, the Climate Centre studies in Bangladesh and Mongolia use propensity scoring (Gros et al., 2019; Gros et al., 2020; White & Sabarwal, 2014). If done correctly, this methodology can provide evidence on the differences in outcomes that can be attributed to the intervention (White & Sabarwal, 2014).

The case-control methodology is designed to match those that had an outcome of interest to those that did not (Puri et al., 2014). Participants are matched based on demographic and socio-economic variables. This design should be able to make a case for outcomes being attributable to the intervention (Puri et al., 2014).

### 4.1.3 Qualitative Methodologies

Qualitative methodologies are characterized by data collection via interviews or focus group discussions. Table 2 shows the defining features of each qualitative methodology.
Table 2: Qualitative methodologies reviewed

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Defining features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Beneficiary Assessment</strong></td>
<td>• Inquiry into people’s beliefs and values about an intervention (Salmen, 1999).</td>
</tr>
<tr>
<td><strong>Most Significant Change</strong></td>
<td>• A collection of stories of change and systematically choosing the most significant (Davies &amp; Dart, 2005).</td>
</tr>
<tr>
<td><strong>Qualitative Impact Protocol (QUIP)</strong></td>
<td>• Work backwards from an outcome to determine how a respondent’s life has changed (Copestake, 2014).</td>
</tr>
<tr>
<td><strong>General Elimination Method</strong></td>
<td>• Identifying all possible explanations and then systematically eliminating them (Leeuw &amp; Vaessen, 2009).</td>
</tr>
<tr>
<td><strong>Outcome Harvesting</strong></td>
<td>• Identify outcomes where cause and effect are not well understood, then try to identify causal pathways (Holvand, 2005).</td>
</tr>
</tbody>
</table>

Note: References indicate one key reading per methodology

There are two methodologies that focus more on in-depth case analysis, Beneficiary Assessment and Most Significant Change. The basics of both designs are that individual beneficiaries are interviewed to determine changes that have occurred (Salmen, 1999; Davies & Dart, 2005). Beneficiary Assessment looks explicitly at how beneficiaries believe the intervention has helped these changes occur, while Most Significant Change focuses on what has changed and determining whether the intervention was influential in that change (Serratt, 2009; Salmen, 2002).

QUIP uses both interviews and FGDs to probe for changes in people’s lives. The goal is to have the intervention be mentioned as a driver of change without being explicitly probed (Copestake, 2014; Copestake et al., 2018). The General Elimination Method is focused on determining all possible explanations for the outcome and systematically eliminating them until, ideally, the intervention is the only plausible explanation for the outcome. This methodology aims to provide an explanation of causality in the intervention (White & Phillips, 2012; Leeuw & Vaessen, 2009).

Outcome Harvesting starts with the outcome and works retrospectively to determine whether the program contributed to these outcomes. This is done by conducting interviews and FGDs (Canto-Blundo et al., 2017; Holvand, 2005).
Qualitative studies help investigators and program staff better understand how the beneficiaries believe the intervention is helping improve their lives. If conducted rigorously, they can provide evidence of attribution (White & Phillips, 2012).

4.1.4 Mixed-Method Methodologies

Mix-method methodologies have become more widely used in humanitarian IAs in the past few years, as investigators found that having both qualitative and quantitative provides richness in detail. Table 3 shows the mixed-method methodologies that were reviewed.

Table 3: Mixed-method methodologies reviewed

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Defining features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative Comparison Analysis</td>
<td>• Analysis of multiple cases in complex situations to look for patterns that explain why change occurred (Schatz &amp; Welle, 2016).</td>
</tr>
<tr>
<td>Success Case Method</td>
<td>• Targeting successes and failures for further interviews to understand why the program worked for some (Brinkerhoff, 2005).</td>
</tr>
<tr>
<td>Case Study</td>
<td>• Extensive description and analysis of a situation to gain a comprehensive understanding of what happened (Balback, 1999).</td>
</tr>
<tr>
<td>Contribution Analysis</td>
<td>• Gathers evidence to create a contribution story and analyses the theory of change as a contribution story (Mayne, 2006).</td>
</tr>
<tr>
<td>Process Tracing</td>
<td>• Analyzes how a potential cause influenced a specific change, using formal tests to the evidence gathered (Anguko, 2019).</td>
</tr>
<tr>
<td>Realist Evaluations</td>
<td>• Identifying the underlying mechanisms that explain why outcomes occurred (Westhrop, 2014).</td>
</tr>
<tr>
<td>Collaborative Outcome Reporting</td>
<td>• Creating a performance story that presents evidence of how a program has contributed to outcomes (Dart &amp; Roberts, 2014).</td>
</tr>
<tr>
<td>Method of Impact Assessment in Projects and Programs (MAPP)</td>
<td>• Group discussions where effects of programs and developments are analyzed using a set program (Neubert, 2010).</td>
</tr>
<tr>
<td>Participatory Impact Assessment</td>
<td>• Participatory techniques to determine in changes can be attributed to interventions (Catley et al., 2013).</td>
</tr>
<tr>
<td>Citizen Report Card</td>
<td>• Surveys and FGD specifically designed to assess service delivery (Ravindra, 2004).</td>
</tr>
</tbody>
</table>

Note: References indicate one key reading per methodology
As seen in Table 3, Qualitative Comparison Analysis (QCA), Success Case Method (SCM), and Case Study look in depth at specific cases (Schatz & Welle, 2016; Balbach, 1999; Brinkerhoff, 2005). In QCA, cases are identified that had a particular outcome and compared to cases that did not. The qualitative data gathered from cases is used to create quantitative factor scores, and factors that led to the outcome are determined (Simister & Scholz, 2017). In SCM, the beneficiaries are surveyed to determine quantitative data on outcomes, and then intervention successes and failures are identified and interviewed to examine attributes that led to successes and failures (Piggot-Irvine et al., 2009). Case studies involve gathering as much information about a case as possible, both quantitative and qualitative, to understand what factors contributed to outcomes (Balbach, 1999).

Contribution Analysis, Process Tracing, and Realist Evaluations involve establishing the theory of change, and then gathering data to identify changes and attribute them to the program intervention (Mayne, 2008; Anguko, 2019; Westhrop, 2014). Contribution Analysis uses previously collected qualitative and quantitative data, as well as conducting interviews, to create a contribution story (Mayne, 2008). Process Tracing determines the theory of change and collects quantitative and qualitative data to document the processes of change and test alternative hypotheses (Anguko, 2019). Realist Evaluations create a context-mechanism-outcome statement to determine what different outcomes occur in different contexts. It looks at differences between subgroups to determine why groups react differently to interventions (Westhrop, 2014).

Collaborative Outcomes Reporting creates a performance story that presents evidence of how the program contributes to outcomes by collecting all available data and gathering new data (Dart & Roberts, 2014; Roughley & Dart, 2009). Citizen Report Card is a methodology that uses FGDs to determine the issues to be assessed. A large survey is then undertaken to collect the thoughts of the community (Ravindra, 2004). Participatory Impact Assessment involves doing interviews and FGDs to determine what changes occurred during the intervention (Catley et al., 2013). Much of the data collected from the FGDs is used quantitatively. MAPP uses group discussions to identify changes and discuss what might have led to the change (Neubert, 2010). Qualitative data is then used quantitatively to rank changes.
These 18 methodologies were the ones that were most appropriate for conducting impact assessments for FbF programs. Interviews were done to better understand the capacity and resources available at NS, as well as what different stakeholders want in terms of impact assessment.

4.2 Interview Results

A total of nine key informant interviews were completed, with five employees of different NS FbF programs and four other FbF stakeholders. There were four main themes that came up in the interviews regarding FbF programs and IAs. These themes are discussed in depth in this section and more quotes can be found in Appendix D.

4.2.1 Current Practices and Challenges

There were three FbF program members that had been a part of an IA, while two had not. Those that had not were asked about current data collection processes and how they perceive an IA would work with their resources. The interviewees were also asked about current challenges encountered in gathering data. Figure 3 summarizes the current practices and challenges that are faced at the NS.

**Figure 3: Current practices and challenges for FbF impact assessments**

As highlighted in the figure, the current practices include doing large surveys with the help of volunteers that interview both beneficiaries and non-beneficiaries. Challenges with current practices include the lack of capacity at NS. Some programs have a robust M&E team with quantitative skills, while some did not.
4.2.2 Capacity at NS

Capacity at different NS were discussed, both in terms of resources that are currently available, and those that would be needed to conduct IAs. All NS interviewees detailed their prior engagement in the community, and believe it is a large part of their capacity to do IAs. One interviewee believed that these ties were the reason that participants willingly shared information, saying:

“all of the district level units have some sort of program, an ongoing program…. And that is really helpful to make people aware of the host national society. That is why they share the info.”

Apart from community ties, the vast volunteer network is a major capacity that can be used to conduct IAs. All NS interviewees said that any surveys conducted have used volunteers to collect data. Most have said that it is very easy to get volunteers; previous assessments have used between 20 and 100 volunteers.

The capacity of NS in terms of human resources varies drastically, an observation that was detailed by the NS staff and several of the stakeholder. One stakeholder said that IA was difficult because “many of these NS don’t have teams of M&E (Monitoring & Evaluation), but maybe a person that takes care of PMEL (Planning, Evaluation, Monitoring, and Learning), so that is something we need to change.”

While this is the case in some NS FbF programs, others have a more established team. One interviewee detailed how their M&E team would help with IA:

“Next time we will be engaging our PMEL department on any impact assessment done…And last month we conducted a simulation on heat wave, and we engaged the M&E department for monitoring and evaluation purposes as well as post-distribution monitoring.”

One interviewee detailed their lack of capacity in statistical analyses, saying “if we had to do quantitative analysis or cost-benefit analysis or quantitative surveys we would need those skills.” Other NS have a higher capacity, where the statisticians can do “data collection frameworks, sampling design, field testing, as well as data analysis.”
4.2.3 Important Information to Gather

Another theme of the interviews was information both stakeholders and NS FbF program staff wanted to collect while doing these assessments.

Qualitative Data

Almost all interviewees said that qualitative data was essential to collect, because as one stakeholder put it, “we know that not everything can be measured with statistics, there might be a weird reason that you have that finding that might have to do with the causality.” Another stakeholder had similar views, saying “I think in all cases you’re going to want to have some qualitative interviews.”

NS FbF staff had the same opinion as the stakeholders, with one saying:

“Without qualitative data, they cannot express their expression. So we need to keep a few qualitative information. How they feel these days, what feels different. This cannot be expressed in quantitative [data].”

Outcomes of Interest

Interviewees also detailed important outcomes of interest to collect during any impact assessment. One stakeholder was interested in “evidence on how to pick the action that will have the most benefit to the people that will need it the most.”

For the FbF staff, the specific outcomes of interest varied between the different interviewees. One interviewee said: “I would like to see how our support benefits them to save their livelihoods and lives.” Two other interviewees agreed. Others had more general ideas of what outcomes were needed. One interviewee summed it up well, saying:

“What we would like to demonstrate is that if we do an anticipatory action we are making a difference and we are clearly reducing the impact that we are trying to mitigate and that we are making the overall response and recovery less needy.”

All interviewees wanted to see if their FbF programs were able to make a difference in the lives of beneficiaries.

How the program is working
Stakeholders also wanted to collect information on how the program was working. One stakeholder wanted future IAs to look at program design to determine “why and what could be done differently to make sure they [beneficiaries] weren’t worse off.” Other interviewees were more interested in “if we achieved what we wanted to achieve.”

One interviewee detailing exactly what was needed in the IA to show that the program was working, saying:

“Now we need to provide proof that indeed if we are providing this [house stabilization] kit in advance we will make a clear difference at the local level and we will be able to minimize the impacts of the typhoon winds.”

Others want to use these impact assessments to determine whether the early actions in their FbF programs are the most appropriate, saying that “an impact assessment would be appropriate. Because the early action seems logical and correct, but maybe some people might ask if it is the right design.”

**Other data**

There were many mentions of other types of data interviewees wanted collected during IAs. Some wanted impact assessments to include “different ways to indicate impact from the indicators we have,” and “efficiency of the fund.” One stakeholder was more interested in a specific aspect of the program, saying:

“If you could answer the question, when is cash not going to be a good idea, then you could get people started on using cash in other situations.”

Some interviewees believe that “the main point of FbF in not whether we are addressing the impact, but whether it is cost beneficial and viable in terms of value for money to do these actions before,” and wanted assessments to focus on that as well.

**4.2.4 Summary**

The most important information in determining which methodologies to use are capacity and preferences for information to be gathered. All interviewees agreed that collecting qualitative information is very important in any IA. Some detailed difficulty finding some participants in the sampling, but liked having comparison groups. In
terms of capacity, all programs rely on a vast network of volunteers to administer surveys, and that could be tapped into to conduct IAs. Some programs have a strong M&E and statistical capacity, while others lack that.

4.3 Methodology Scoring

Each methodology was assessed for the four categories and given a score between 1 and 5 for each category, 1 being the worst (most capacity, least preferable, high complexity, high cost) and 5 being the opposite. Table 4 shows the results of the scoring. Details on the rationale behind each score can be found in Appendix E.

Table 4: Scores for all methodologies

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Capacity Required</th>
<th>Preference</th>
<th>Complexity</th>
<th>Cost</th>
<th>Total Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCT</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.25</td>
</tr>
<tr>
<td>Quasi-Experimental</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.75</td>
</tr>
<tr>
<td>Case Control Study</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Mixed-Method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contribution Analysis</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3.25</td>
</tr>
<tr>
<td>Process Tracing</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3.25</td>
</tr>
<tr>
<td>Realist Evaluation</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3.25</td>
</tr>
<tr>
<td>Qualitative Comparison Analysis</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>3.75</td>
</tr>
<tr>
<td>Case Study</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Success Case Method</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3.75</td>
</tr>
<tr>
<td>Collaborative Outcome Reporting</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td>Citizen Report Card</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2.25</td>
</tr>
<tr>
<td>Participatory Impact Assessment</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3.5</td>
</tr>
<tr>
<td>MAPP</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Qualitative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beneficiary Assessment</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3.25</td>
</tr>
<tr>
<td>Most Significant Change</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>QUIP</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>General Elimination Method</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Outcome Harvesting</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3.25</td>
</tr>
</tbody>
</table>
4.3.1 Scoring Details

Capacity

The capacity score was based on capacity that programs would need to conduct an assessment using the methodology. Those that scored lowest on capacity, RCT and quasi-experimental, both require very complicated statistical analysis, as well as sampling and matching or randomization (White & Sabarwal, 2014). Some programs may have this capacity, but many would find this prohibitive to conducting IAs. The two that scored the second lowest, Realist Evaluations and Collaborative Outcome Reporting both require extensive work before data collection can start, including designing and hosting workshops, developing analytical frameworks, collecting large amounts of data, in addition to questionnaire design and data analysis (White & Phillips, 2012; Dart & Roberts, 2014). Those methodologies that scored higher have less capacity required, with less statistics or less activity before data collection.

Preference

The preference scores consider information gathered from the interviews about what the NS want from IAs. This includes aspects like both quantitative and qualitative data, comparisons between beneficiaries and non-beneficiaries, and difficulties of finding all the sampled participants in the more complicated sampling designs. Most of the quantitative and qualitative designs did not receive very high scores, because neither included both data types. Those that received the highest scores had more than one aspect of their methodology that interviewees preferred, most often including both quantitative and qualitative data as well as looking at a comparison group.

Complexity

Complexity scores come from the number of steps involved in the methodology, complicated data gathering techniques, complicated data analysis, or other complications. Quantitative studies have high complexity scores because require large sample sizes, matching or randomization techniques, and complex data analysis (Duflo & Kremer, 2003). Other methodologies that have high complexity are Collaborative Outcomes Reporting, which has six steps, all involving complications (Dart & Roberts, 2014). Many of the more qualitative methodologies have lower
complexity scores, as sampling and data analysis is generally less complex. Success Case Method has a low complexity because research has suggested that it is a straightforward approach, with a short survey on a small sample to determine successes and failures and then a few qualitative interviews per group (Bell & McDonald, 2006).

**Cost**

Cost scores were the most difficult to determine, as most papers did not include information on cost. It has been noted, both in interviews and research, that RCTs and quasi-experimental studies are expensive (Hulme, 2000). This can be for several reasons, including the large number of volunteers that are needed to collect data and the potential for having to hire a consultant. Other methodologies, such as QUIP, specifically mention that questionnaire design and data collection need to be done by consultants or outside investigators. Hiring someone to do that will make the methodology more costly (Copestake, 2014). Any methodology that requires a large sample size was also given a high-cost score, as having many volunteers in the field increases cost.

4.3.2 Choosing Methodology

After scoring all methodologies on the four factors, the average was taken to determine the total score. Qualitative Comparison Analysis (QCA), Success Case Method (SCM), and Participatory Impact Assessment (PIA) had the highest overall scores. Figure 4 gives an overview of the different categories these methodologies were assessed on, and the rationale behind the scores they received.
Figure 4: Comparison of top three methodology scores

All methodologies had similar capacity scores, with SCM and QCA requiring a slightly higher capacity than PIA. This is because PIA has the questionnaire frameworks developed, so questionnaire development is easier, and they can focus on sampling and qualitative data collection and analysis, where the others need to develop surveys (Catley et al., 2013). For Preference, all three methodologies had the same score of 4. This is because all three managed to fulfill most of what was required, but each was missing one element. SCM does not collect beneficiary vs. non-beneficiary comparison data, whereas PIA does not collect survey data (Catley et al., 2013; White & Phillips, 2012). For complexity scores, PIA and QCA received similar scores, while SCM received a higher score. Both QCA and PIA received the lower score because they are logistically more complicated or have complex dynamics in the startup phase (Catley et al., 2013; Schatz & Welle, 2016). SCM was given a 4 because it involves short surveys with small sample sizes, which all programs do and generally find easy when complicated sampling is not involved, and then a small number of interviews. All research done using this technique has commented on how quick and easy it was, which factored into the score (Brinkerhoff, 2005; Bell & McDonald, 2006; Medina et al., 2015; Coryn et al., 2009). PIA was
given the lowest cost score, because of the potential for a very large number of interviews. This would require a lot of trained volunteers, which could be costly. SCM was given the second highest cost score because volunteers would be needed to collect survey data. QCA will have the lowest cost because the sample size is much lower than the other methodologies.

4.4 Selected Methodology

SCM was selected as the methodology for FbF IAs. This was chosen because it is a relatively quick and easy methodology, that still provides rigor and meets many of the preferences that were indicated by the interviews. It was chosen over QCA, which had the same overall score, because SCM collects survey data. There are some slight modifications made to fit the specifics of the FbF programs, as well as further modifications that can be made to this methodology that would meet almost all preferences.

This section will discuss the elements of the methodology, how the methodology will work in the context of FbF, and detail modifications for higher capacity NS.

4.4.1 Elements of Methodology

The SCM methodology has four basic components: developing an impact model and model of success, using the method to develop a survey to identify successes and failures, conducting in-depth studies of successes and failures, and reporting and analyzing all the findings (Piggot-Irvine, 2009; Clinton et al., 2007). The impact model explains how the intervention is supposed to produce its impacts. Success models are determined to figure out what will be classified as a success (Coryn et al., 2009; Bell & McDonald, 2006). Once these two aspects are developed, a survey is administered to either all or a sample of participants. The survey should be designed to determine the classification of cases as success, moderate, or failure and collect basic intervention information (Olson et al., 2011).

Once all information is gathered, cases are categorized into successes, failures, and moderates based on the success model developed. A sample of the successes and failures are then randomly sampled and selected for in-depth interviews to determine why the success cases succeeded and why the failures failed (Piggot-Irvine et al., 2009). The point of these interviews is to probe for possible explanations of success,
with one possible reason being the intervention. Finally, the findings and conclusions are written up and communicated. This has been regarded by users as an easy, quick, and inexpensive way of conducting impact assessments. Figure 5 gives a visual representation of the steps involved in the SCM methodology.

**Figure 5: Overview of SCM methodology flow**

### 4.4.2 SCM For FbF Programs

This section details how this methodology will work within the context of FbF programs, then suggest modifications that programs can make. A more in-depth look at all aspects of the SCM methodology for FbF programs can be found in Appendix F.

#### 4.4.3 Component 1: Developing Impact Model and Model of Success

For FbF programs, the focus of the assessment is typically to determine the effectiveness of forecast-based early actions to help vulnerable communities take early actions and assess the early actions’ impact in preventing or reducing the negative impacts of hazards to health, well-being, assets, and livelihood (Gros et al., 2019). Therefore, the focus of the SCM should be to assess whether the FbF early action programs achieved their goals. The basic impact statement for FbF is the following: By providing early actions before a forecasted hazard, beneficiaries should be able to prevent or reduce negative impacts such as loss of life and livelihoods.

The model of success will vary between interventions because it depends on the early actions chosen, the hazard, and the impacts they are meant to address. To give an example, the intervention in Bangladesh distributes cash grants before
flooding to help beneficiaries reduce the negative impacts of flood on health, livelihoods, and assets (Gros et al., 2019). For this case, the model of success would be a beneficiary who used the grant money to take preparatory action that reduces the impact from the flooding on health, livelihoods, and assets.

4.4.4 Component 2: Quantitative Survey

The quantitative survey will gather basic information on the intervention and impact to find success and failure cases. Using the Bangladesh example, the survey will need to ask questions about conditions prior to receiving the grant, what was done with the grant, and conditions after the flood in relation to health, livelihoods, and assets.

Sampling and Sample Size

Many of the studies that have previously used this methodology have administered the survey to all participants, because they had a small number of participants (Coryn et al., 2009; Clinton et al., 2007). The FbF programs have much larger number of participants, for example 1059 people were given the cash grants in Bangladesh (Gros et al., 2019). Therefore, a sample of participants needs to be taken. Sampling can be done in several ways, depending on the geographical area where the trigger occurs. If the area is small, one stage random sampling can occur. If the geographical area is larger, it may be better to do two-stage cluster sampling, where districts are first randomly sampled, and then individual beneficiaries are randomly selected from the sampled districts (USAID, 2021; SMART, 2012; OXFAM, 2019). In studies used to assess WFP interventions on nutrition, they found that if there is limited data on the variables that are being assessed, a sample size of 150 to 250 should be sufficient (WFP, 2009). According to Israel (1992), with a population size of 1000, a sample size of 91 would result in an error of ±10% and a sample size of 286 would result in an error of ±5%. Therefore, the upper bounds of the WFP sample size would have an error of approximately ±5%. If a NS has the capacity to conduct sample size calculations, that could be done instead.

Administration of Surveys

Interviewees all mentioned that volunteers had a lot of experience in administering surveys, so they should be used. Administration of this survey will require a day long
training for volunteers. In past IAs, there have been issues of not being able to find beneficiaries, so backups will need to be identified in advance.

**Analysis**

After the surveys are administered, the data will need to be analyzed to find the success and failure cases. This will require someone with basic knowledge of statistics to look at the data. In prior studies, there have been specific cut offs for numbers that have been considered a success and failure, and all other cases are classified as moderate (Coryn et al., 2009). The same should be done in this case. This survey data should also be used to provide quantitative data on the intervention.

4.4.5 **Component 3: Qualitative Survey**

The next step of this methodology is to sample a few of the successes and failures for interviews to determine what factors led to the success and what led to the failures. Different studies have done this differently, with some choosing to only look at successes, but for FbF it is important to have a comparison and to see why things did not go well (Brinkerhoff, 2005).

**Sampling and Sample Size**

The number of successes and failures has varied, but there are usually between 2 and 6 people from both groups interviewed (Coryn et al., 2009; Clinton et al., 2007). As FbF studies have larger beneficiary numbers than previous studies done, the sample size should be a bit larger to help understand different reasons for success and failure, between 6 and 10 in each group.

**Questionnaire Development and Administration**

Qualitative questionnaires will be developed differently for successes and failures. The goal of these questions will be to allow an open-ended conversation about why successes were successful and why failures failed. In the example of Bangladesh, this would include questions on how the grant money was spent, what challenges occurred when preparing for floods, and what occurred to the beneficiary after the flooding (Gros et al., 2019). Questionnaires will be administered as semi-structured interviews. Staff members or volunteers that are trained in qualitative interviews can conduct the interviews.
4.4.6 Component 4: Analysis and Reporting

Qualitative analysis will focus on themes from interviews that illustrate why success cases became successes and why failures failed. This will help determine if there is a pattern to success and failure, and what some of those conditions are (Pigott-Irvine et al., 2009). The results are then written up into a report. Most of these reports are typically written as “success stories,” but in the case of FbF, the descriptive statistics and the failure stories should also be included to provide context and detailed analysis of failures (Brinkerhoff, 2005). Looking at failures will hopefully provide evidence of changes that can be made to improve the interventions.

4.5 Modifications

Depending on the capacity and funding available at different NS, there are several modifications that can be made. First, many interviewees mentioned the desire to also look at non-beneficiaries. If the capacity and funding is available, non-beneficiaries could be surveyed and several success and failure cases should be interviewed. This will give a brief picture of the characteristics of the non-beneficiaries and some of their success and failure factors. The diagrams below show the two different options for non-beneficiary groups. First, if limited capacity is an issue, non-beneficiaries can be purposefully sampled from people that did and did not do well following the disaster to conduct success and failure interviews (Figure 6). This would reduce the capacity needed to conduct surveys but would still provide some non-beneficiary information.
The other option, for the NS that have greater capacity, would be to survey both beneficiaries and non-beneficiaries (Figure 7). The sampling could follow the WFP (2009) guidelines, which needed 150-250 participants per group. Alternatively, if capacity and funding is available, NS could conduct their own sample size calculations. After the survey, success and failure cases for both beneficiaries and non-beneficiaries should be interviewed. Fewer participants could be surveyed, but that would limit the representativeness and increase sampling error. A minimum of 100 participants per group has been suggested (Singh & Masuku, 2014).
One study that used a modified version of SCM decided to include a time series element to the design, re-surveying participants to see if participants moved categories at three different time points (Coryn et al., 2009). This could be a modification to FbF impact assessments if a program had the capacity and wanted more long-term data on impacts.
5. Discussion

5.1 Previous Uses of SCM and Modifications

Success Case Method was first developed by Brinkerhoff in 2005 as a methodology to assess the impact of trainings for businesses and other entities. Brinkerhoff (2005) stipulated that the traditional quantitative methods under-represent that best case and over-represent the worst when dealing with means. This technique tries to highlight the best and worst cases in the intervention to see what is working and what is not (Olson et al., 2011). The SCM provides an in-depth look at household or individual stories as well as general information on most participants. It evaluates both short- and medium-term outcomes and their relationship to outputs, and can be used to identify possible mechanisms for positive and negative impacts (Coryn et al., 2009; Bell & McDonald, 2006; Piggot-Irvine et al., 2009). It is also a relatively quick way of doing an impact assessment, as typical SCM studies use very limited surveys to determine success cases. While SCM is traditionally used to assess organizational interventions, the methodology has been adapted for several different circumstances.

Bailey et al. (2006) used SCM to evaluate the impacts of a healthy housing program in New Zealand. In this case, the households were chosen by providers based on available database information. In total 9 from each suburb were chosen, with 3 successes, 3 failures, and 3 complex cases. The complex cases were cases that had aspects of both success and failure (Bailey et al., 2006; Clinton et al., 2007). Another SCM modification occurred for the evaluation of an NGO program. Instead of only one sampling point, they found the success and failure cases at three different time points during the study period (Coryn et al., 2009). This study started out with the more traditional SCM method, where all 75 people that had completed the program to reduce homelessness were surveyed and placed into high, middle, and low groups based on the program definition of success. A random sample of 1/3rd of the participants in both high and low categories were selected for interviews. This whole procedure, including the survey, was done at two other time points to see if participants changed classes over time (Coryn et al., 2009). This design would satisfy the criticism in the Bangladesh paper that wanted more follow-up data.
Another study used the SCM methodology to assess psychosocial capacity building following earthquake disasters in China. A total of 14 women were given a survey, and the four that were interviewed as ‘success cases’ because they scored highest on the survey (Sim et al., 2019). The survey was used to collect demographic information on the participants as well as determine successes. FGDs were conducted before the survey to gather additional information on psychosocial capacity building. Additional SCM modified studies include two studies on using medical education to enhance research and practice (Olson et al., 2011; Medina et al., 2015). In Olson et. al, only success cases were interviewed, and Medina et al. interviewed all participants, not just successes and failures. These five studies show that SCM can be successfully modified. There are limited publications on SCM methods in general, and only one found using SCM in humanitarian situations, but with modification it could be a suitable FbF impact assessment methodology (Sim et al., 2019).

5.2 Comparison of SCM to Other A-A Impact Assessments

One of the most important aspects of IA is to determine what is working and what is not working, so that changes can be made to address things that are not working. This methodology provides an excellent opportunity to do so. By looking in-depth at the failure cases, patterns should be found that can illustrate what has not worked for people. Similarly, the success cases can help determine what is working well, for whom, and why (Brinkerhoff, 2005; Ball & McDonald, 2006).

As there are only a limited number of impact assessments done for anticipatory action, there are limited methodologies to compare this proposed SCM model to. If using the modifications, it seems to solve several of the issues that came up in the RCCC publications on FbF impact assessments in Mongolia and Bangladesh, namely the lack of qualitative data and the potential to look at longer term impacts (Gros et al., 2019; Gros et al., 2020). Additionally, according to multiple stakeholders interviewed, these quasi-experimental studies were too resource intensive and required capacity that the programs did not have available. The relative simplicity of this design compared to quasi-experimental designs may help fix that.

Other impact assessments that have been done on anticipatory action interventions have used a variety of methodologies. FAO has used a mix of historical data,
surveys, and interviews to determine the impact of their interventions (FAO, 2018; FAO, 2018a; FAO, 2019; FAO, 2020). While their reports did not provide extensive detail on the methodology, the results showed that they used in-depth case studies to understand the interventions impact on individuals, without the use of a control group (FAO, 2019; FAO, 2018). This shows that IAs that do not use a control group still provide valuable information on impacts on beneficiaries. Therefore, if capacity is only available to do the original SCM design, valuable information on the intervention and beneficiaries can still be collected.

In Uganda, an IA was done on flood anticipatory action, which used comparison groups and representative samples to assess impact. This helped the team learn which actions produced the expected impacts, because they could compare it to communities that did not receive the actions (Jjemba et al., 2018). An IA of anticipatory action in Bangladesh used a more theory-based approach, determining impacts based on examining a set of assumptions within the project’s logic chain, similar to some of the theory-based methodologies described in the methods section (Tanner et al., 2019). They interviewed beneficiaries and a comparison group as part of that process. Using the modified version of the SCM involving beneficiary and non-beneficiary comparisons can provide similar data.

5.3 Benefits of the Methodology for FbF Interventions

The biggest issues with the previous methodologies used for FbF interventions were the fact that they were beyond the capacity of many of the NS to conduct on their own, and that they were not collecting qualitative information to better understand the nuances of the intervention impacts (Gros et al., 2020). Interviewees expressed concern that IAs were being done with little input from NS due to limited capacity. The biggest benefit of this methodology is that even NS with more limited capacity can be drivers of their next IA. With the modifications, the proposed methodology can be tailored suit each NS needs.

For FbF programs, there are two major modifications that have been suggested. While the SCM without modifications is adequate for NS with limited resources, these modifications can be used to gather more data if resources allow. The first is to add a non-beneficiary group to both the survey and failure/success aspects of the methodology. This would involve sampling non-beneficiary communities, conducting
surveys, and then analyzing the data to determine successes and failures. These successes and failures then need to be interviewed to determine reasons for successes and failures. The sample size can be determined by the resources available, but should be representative enough to make some inferences about the beneficiary and non-beneficiary community. This modification satisfies the necessity expressed by several interviewees to compare beneficiaries and non-beneficiaries.

The procedures for non-beneficiaries will be the same as what is proposed for beneficiaries. If information is collected on both beneficiaries and non-beneficiaries, some comparisons can be made. An interviewee gave an example of an FbF intervention in Uganda where beneficiaries and non-beneficiaries were interviewed and from that the study team learned that although they gave beneficiaries shovels to build latrines, the non-beneficiaries already had shovels because it was a farming community. The modification to the SCM model that has been proposed would pick up on some of the same insights.

The other modification is to follow the design of the Coryn et al. (2009) study, where the entire survey and success/failure interviews are done at several time periods. This modification would be beneficial for programs that are interested in determining long term impacts, as well as seeing how things change over time.

The success case interviews can also provide very valuable insight into what is working well with the program, and if it works best for a certain type of beneficiary (Piggott-Irvine et al., 2009). It will reveal factors that lead to success, which NS can use to tailor the FbF programs to help more people. This level of information cannot be gathered from the quantitative surveys alone.

Besides collecting qualitative information to measure the impact of these interventions, this different methodology has the added benefit of requiring less capacity than the quasi-experimental studies that have been conducted previously for FbF interventions (Bell & McDonald, 2006). Because there is no comparison between beneficiaries and non-beneficiaries in the basic design, the sample size can be smaller, and the sampling techniques less intensive. The statistical capacity required for analysis is also much less intensive for SCM methodology than for the quasi-experimental methodologies that have been used previously, because no comparisons or matching need to take place in the unmodified version. It does
require the capacity for some qualitative analysis, but that is less specialized than statistical analysis and can be taught to anyone on the staff.

5.4 Limitations of the Methodology in FbF Settings

While this methodology addresses several of the issues that have occurred because of the quasi-experimental study, there are still limitations to this design. The first is that although this is a simplification of the sampling design from quasi-experimental studies, it does require some sampling skills. This should be fine for most NS, but those without any statistical capacity may still struggle.

The biggest limitation to this design without modifications is that it does not collect information on non-beneficiaries. This is something that most interviewees said they wanted out of a methodology. While this is an issue that needs to be addressed, this is only an issue for those NS with limited capacity and resources. For those that do have a larger capacity, they can use one of the modification techniques discussed in the results section to gather information on non-beneficiaries.

5.5 Limitations of Thesis Study Design

While there are real benefits to this research, there are also several limitations regarding timing and availability of data. First, it may have been better to interview a representative from all the FbF programs that have been developed. This would have given an even better understanding of the range of capacities available and experiences at the NS. This was not done due to a lack of time available for the research. Although this is a limitation, the nine interviews that were done gave a good understanding of what is being done and what is needed going forward. Additionally, the interviews with National Society employees gave a very good range of capacity, from a Society with very strong statistics and M&E team to a society that has very limited statistical capacity. Another limitation of the study was that only those NS members who had designed the FbF protocol were spoken to for interviews. It would have been a good idea to discuss these methodologies, capacity, and resources with members of the M&E team to get their perspectives.

Finding methodologies that had previously been used in humanitarian disaster response settings was difficult. As mentioned previously, development studies are much more common than humanitarian impact assessments, therefore most of the
Methodologies were used in development studies. Additionally, experimental or quasi-experimental studies are still considered to be the gold standard. As these are difficult to conduct in humanitarian situations, for reasons discussed in the literature review, there is limited research in general on humanitarian and anticipatory action interventions. Because of the lack of studies, most of the methodologies chosen were used in development studies and there were few examples of their use in humanitarian research. Modifications will have to be made to most methodologies found to be appropriate for FbF interventions.

One other limitation of the study was that if a methodology did not have a case study with a really well detailed methods section, a methodology guide, or methods paper, it was difficult to get the information required to adequately score the methodology. There were a few impact assessments that were done for various interventions that did not have a detailed enough methods section to include in this research, although they might have been good candidates if more information had been available. This lack of methodological information has been documented in many humanitarian IA meta-analyses (Ramesh et al., 2015; Doocy & Trappis, 2016).

5.6 Future Directions of Research

There are several different directions to take this research going forward. The next step would be to get buy-in on the new methodology from several NS. They should be given all the information about the methodology and the modifications, and then interviews should be conducted to determine if they think this new methodology would be preferable to quasi-experimental studies. Box 1 shows the five studies that have been used to demonstrate different SCM modifications as well as the original methodology design.
There have been five modified SCM studies identified that were used to assess a variety of programs, from health education to psychosocial capacity building. These studies can provide good insight for anyone considering adopting the methodology. Brinkerhoff (2005) introduces the methodology, and more insight can be found in Appendix F.

1. Coryn et al. (2009) provides details on a modified SCM used in NGO program IA.
2. Olson et al. (2011) provides details on a modified SCM used to evaluate medical education program’s impact on implementing tobacco cessation programs.
3. Sim et al. (2019) provides details on a modified SCM used to evaluate psychosocial capacity building following earthquakes in China.
4. Medina et al. (2015) provides details on a modified SCM used to evaluate a medical education program’s impact on research quality.
5. Bailey et al. (2006) provides details on a modified SCM used to evaluate a health and housing program.

**Box 1: Important readings on SCM and previous modifications**

If the NS believe that this methodology is worth pursuing after learning the details, it will also be important to test the effectiveness at least one NS. This would entail training the FbF teams and the M&E teams on the methodology and using the next FbF intervention trigger to test this impact assessment technique. A lesson’s learned study would need to be done on the impact assessment, and there should be feedback from the NS. As one interviewee said, the NS should be leading the process and have plenty of input. They are the ones that will be conducting these studies and should be comfortable with it. Additionally, funders and other stakeholders should have an input, as they will need the information from these impact assessments to make decisions on future funding and program direction.
6. Conclusion

Gathering high quality data on impacts has been difficult in both humanitarian and A-A interventions. The most common methodology used, quasi-experimental studies, have proven challenging in terms of capacity and resources for many NS to conduct. The SCM methodology, with modifications to enhance the rigor and provide a comparison group, could potentially provide a solution to some of the methodological issues that have limited NS impact assessments in the past. Understanding the impact of different FbF interventions can help improve the interventions themselves as well as provide an evidence base that can be used to justify future FbF intervention developments. While this methodology has potential, it is completely untested in this context. More research and consultation are needed from different NS to determine whether this methodology will be suitable going forward. A pilot study using this methodology should be done to determine the limitations and benefits of the methodology in a real-life scenario.
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Appendix A: Semi-Structured Interview Guides

Impact Assessment on a Shoestring: Determining Impacts of Forecast Based Financing Programs in Limited Resource Settings

Scoping Phase Questionnaire-National Society Members

Introduction:
Thank you for taking the time to meet with me today. I am conducting this interview to learn more about what is currently being done at the sites to monitor the programs and to learn your thoughts on what could be done differently. I would like to ask you some questions about your experience with your FbF programs, your ideas and thoughts on impact assessments, previous impact assessment and monitoring experiences, and site capacity and resources that are available to conduct assessments. The interview should take no more than 45 minutes. If it is ok with you, I will be recording the conversation because I don’t want to miss any of your comments. I may also take some notes. All your responses will be kept confidential. This means that your interview responses will only be shared with research team members and we will ensure that any information we include in our report does not identify you as the respondent. Remember, you don’t have to talk about anything you don’t want to and you may end the interview at any time. We appreciate your answering these questions as honestly as possible. Please feel free to ask me if you have any questions.

Section 1: Outcomes of Interest
- What you most interested in learning about the impacts your FbF program?
- What do you believe are the most important outcomes to assess when looking at FbF impacts? (Probe is ensure that interviewees refer to their EAP, which describe what the outcomes are meant to achieve)
  - Health and well-being (mitigating loss of life, injury, disease, mental health issues, ect.)
  - Assets (house, livestock, documents, etc)
  - Household finances?
  - Evacuations?
  - Food security?
  - Other?
- What information do you believe is most practical to collect/measure with the resources available at your site?
- What do you need to collect for reporting requirements?

Section 2: Current Practices
- Has your FbF Early Action Protocol (EAP) ever been activated based on a trigger?
- (If not:) Has your FbF project/programme done a practical field simulation of the anticipatory actions, involving potential beneficiary households or communities?
Have you ever conducted or commissioned an impact assessment of your FbF EAP before? By impact assessment I mean an analysis of the effects of the anticipatory actions on the beneficiaries in relation to what the EAP is meant to achieve?

- If yes, what was the experience like?
  - What type of assessment was done?
  - What outcome variables were looked at?
  - What resources were required?
    - How much did this cost in total?
    - Did you have to hire any external support, for example: enumerators, sample design, or a data analysis consultant?
- If no, do you have an impact assessment plan for your EAP in place?
  - What methods are involved?
  - Are current staff trained to conduct these assessments?

What barriers do you perceive to conducting impact assessments?

Section 3: Capacity and Resources

- What type of M&E do you, or the National Society, normally do for your programmes or projects? (prompt for typical categories, such as: post distribution (output) monitoring, beneficiary satisfaction surveys, after action reviews or lessons learned workshops, narrative donor reports, qualitative evaluations)
- Would you say there is interest in conducting reliable impact assessments of the anticipatory action EAP, in case it is triggered – noting that EAP funding from the DREF comes with a dedicated budget line for M&E?
- What resources do you have available to conduct impact assessments of your EAP? By impact assessment I mean determining the impact of activation on beneficiaries
  - Do you have a dedicated M&E focal point?
    - Do they have the capacity to take on assessment work on top of their current activities?
  - If you wanted to do a quantitative survey involving statistical analysis (for example, testing for statistically significant differences between groups), Is the M&E focal point a trained statistician, or someone else on the team?
  - Are there any existing partnerships with universities/external partners that could assist in assessment activities?
    - If yes, what is their level of involvement with the site?
    - Is there more than one partner involved?
  - How many members of staff work on FbF activities? Will members of staff be available to conduct interviews or do monitoring during an assessment?
    - Is anyone on the staff trained in conducting interviews or surveys?
- What resources do you anticipate needing to conduct impact assessments?
- Is the ‘FbA by the DREF’ funding for your anticipatory action M&E sufficient to conduct an impact assessment or evaluation in case of an activation? What else would be needed?
- How quickly after an EAP activation can an impact assessment begin with the resources currently available?
Impact Assessment on a Shoestring: Determining Impacts of Forecast Based Financing Programs in Limited Resource Settings
Scoping Phase Questionnaire-Other Key Informants

Introduction:

Thank you for taking the time to meet with me today. I am conducting this interview to learn more about what is currently being done to monitor FbF programs and to learn your thoughts on what could be done differently. I would like to ask you some questions about your experience with your FbF programs, your ideas and thoughts on impact assessments, and previous impact assessment and monitoring experiences. When I say ‘impact assessment’, I mean attempts to measure whether and to what extent FbF anticipatory actions make a difference to the individual beneficiary, household or community. The interview should take about 30-45 minutes. If it is ok with you, I will be recording the conversation because I don’t want to miss any of your comments. I may also take some notes. All your responses will be kept confidential. This means that your interview responses will only be shared with research team members and we will ensure that any information we include in our report does not identify you as the respondent. Remember, you don’t have to talk about anything you don’t want to and you may end the interview at any time. We appreciate your answering these questions as honestly as possible. Please feel free to ask me if you have any questions.

Section 1: General

1. What do we know about the effectiveness of FbF programs in general?
   a. Are there any previous pieces of evidence that stand out to you?
   b. Are there things that you would like to know that have not been studied yet?

2. What do you know about the current evidence landscape?
   a. What is working well?
   b. What is currently missing?

3. In your opinion, why are things missing in the evidence landscape?
   a. lack of guidance?
   b. M&E capacity of FbF implementers?
   c. Learning interests?

Section 2: Evaluation changes

1. In your opinion, where should we go from here in terms of impact assessment?
   a. What changes would you like to see?
   b. Are these changes practical given the resources available?

2. What type of evidence is most important for improving the design and implementation of FbF interventions?

3. What information is the most practical to collect?

4. For your position, or from your perspective, what types of questions are most important to ask?
   a. Are there specific outcomes of interest that you would like to see investigated?
b. What questions would be the most helpful for your position?
5. What do you believe are the main constraints to collecting the information?
6. What skills do you think are required for these assessments?
7. Do you have any ideas for new methods of FbF assessments?

NVivo Code Book

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity</td>
<td>national society capacity available to do IA</td>
</tr>
<tr>
<td>Community ties</td>
<td>Relationship with the community</td>
</tr>
<tr>
<td>M&amp;E team</td>
<td>Monitoring and evaluation teams at NS</td>
</tr>
<tr>
<td>questionnaire design</td>
<td>Capacity to design questionnaires for IA</td>
</tr>
<tr>
<td>staff</td>
<td>Other staff available besides M&amp;E and statistics personnel</td>
</tr>
<tr>
<td>Statistics</td>
<td>Statistical ability for sampling and analysis</td>
</tr>
<tr>
<td>Technology</td>
<td>Technology used and available for IA (cell phones)</td>
</tr>
<tr>
<td>Volunteers</td>
<td>Information about volunteers being used to collect data for IA and other data collection needs</td>
</tr>
<tr>
<td>Challenges</td>
<td>Challenges to the current design for IA</td>
</tr>
<tr>
<td>Current Practices</td>
<td>Current practices in IA at different FbF programs</td>
</tr>
<tr>
<td>Important Information</td>
<td>What information programs need or want to gather about their FbF programs</td>
</tr>
<tr>
<td>best practices review</td>
<td>Some sites have or want a best practices review</td>
</tr>
<tr>
<td>outcomes of interest</td>
<td>Outcomes of interest for the intervention. What they are and what should be collected</td>
</tr>
<tr>
<td>qualitative information</td>
<td>Qualitative data to be collect, what kind and why</td>
</tr>
<tr>
<td>reporting requirements</td>
<td>Some information is required by the IFRC or the funders</td>
</tr>
<tr>
<td>Name</td>
<td>Description</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>New ways to gather data</td>
<td>Novel ideas for different ways to collect impact data that does not include survey administration</td>
</tr>
<tr>
<td>Cell phone data</td>
<td>Collecting data via cell phones or collecting cell phone data</td>
</tr>
<tr>
<td>remote sensing</td>
<td>Remote sensing or satellite data</td>
</tr>
<tr>
<td>What they want in terms of IA</td>
<td>Ideas of what impact assessments should be about and what they should look at</td>
</tr>
</tbody>
</table>
Appendix B: Methodology Scoring Guide

Scoring system for methodologies:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Capacity Required</strong></td>
<td>High capacity required to conduct methodology: this could be strong statistical ability needed or strong knowledge of sampling skills</td>
<td>Moderate to high capacity required: moderate stat skills or capacity in planning phase</td>
<td>Moderate capacity required</td>
<td>Low to moderate capacity required</td>
<td>Low capacity required: only qualitative data analysis</td>
</tr>
<tr>
<td><strong>Preference of National Societies</strong></td>
<td>Something that the NS said they found difficult: finding some of the sampled people</td>
<td>Meeting few preferences</td>
<td>Neutral preference (either no mention or mentioned that it was fine)</td>
<td>Meeting most, but not all preferences</td>
<td>Meeting all preferences that the NS said they wanted to include (example: qualitative research, comparison, surveys)</td>
</tr>
<tr>
<td><strong>Complexity of Design/administration</strong></td>
<td>Highly complex, either in design or administration of methodology</td>
<td>Moderate to high complexity</td>
<td>Moderate complexity</td>
<td>Moderate to low complexity</td>
<td>Low complexity</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td>High cost of administration</td>
<td>Moderate to high cost of administration</td>
<td>Moderate cost</td>
<td>Moderate to low cost</td>
<td>Low cost</td>
</tr>
</tbody>
</table>

*Capacity can be capacity in data analysis, sampling design, pre-activity planning or data trolling, questionnaire development, etc.

**Preference comes from interviews of NS employees or other stakeholders. They said things like wanting to interview non-beneficiaries, qualitative interviews, surveys being easy.

† Complexity of design means that there are many different steps required or there is something complicated in the design. Complexity of administration means that something about administering the methodology is complex. This includes things like large number of revisiting, very large sample sizes, etc.

‖ Cost comes from many different things: hiring statisticians, paying volunteers to conduct a lot of surveys, hiring cars to reach many different participants, putting together workshops with many stakeholders.
Appendix C: Detailed Information on Methodologies Reviewed

Quantitative:

1. Randomized Control Trial

The basics of randomized control trials is that participants are randomized into a treatment (or in this case beneficiary) group and a control (or non-beneficiary) group. It is considered the gold standard in study design, as it eliminates a lot of the bias that exists in other methodologies. If randomization is done correctly, there is more confidence that the intervention has led to the outcome, because both external and internal validity can be controlled for. It rules out the possibility that other factors have led to the outcome. There is a broad history of use of this methodology in the development field.

   1. Pre-data collection activities

The first step of an RCT methodology is to design the intervention, as participants will have to be randomized to either receive the intervention or not. This means that all the specifics of the intervention, plus theories and hypotheses of what the effect will be, must be determined first.

There are several other activities that need to be completed before data collection can begin, the most important being randomization and sampling. Different studies will do sampling in different ways, depending on the size of the intervention. If the intervention takes place over a large geographical area, or if the intervention size is very large, then cluster sampling might be employed. For RCTs, sampling happens before the intervention is given, because of randomization, while most other methodologies will sample after interventions have been given. There are also different options for where to randomize. Many studies have randomized interventions at a district or county level, while others choose to randomize individuals. This will depend on the exact design.

This is a very systematic process that involves statisticians. Sample sizes are determined based on power calculations and the effect size. This will require the capacity to understand and conduct sample size calculations. These designs usually have quite large sample sizes, with one study having over 1000 participants in each group. Other activities such as training volunteers and structured questionnaire development also take place at this stage.

   2. Data Collection

For development programs, which are usually longer term that humanitarian interventions, RCTs involve collecting baseline and endline data from both treatment and control groups. Information is usually gathered on sociodemographic characteristics, intervention uptake, changes in outcome conditions, and any other information that is needed to assess the impact. In RCTs, this information will need to be collected at the start of the study, ideal before the intervention has started. This will give a good understanding of the baseline condition. Someone on staff must be responsible for managing the data that is collected and ensuring the quality. The number of enumerators will depend on the resources available, but more enumerators will mean that collection happens more rapidly.

   3. Data Analysis
There are two stages of analysis in most RCTs, the baseline analysis and then the larger analysis with endline data. The baseline analysis is usually meant to confirm that there are no statistical differences in variables between the control and treatment group. Once this is established, then any differences seen at the end should be contributed to the intervention. This typically involves simple t-tests and normalized differences.

Endline data analysis is more complicated, with knowledge of more complex statistics required. Multi-variable regression, other regression techniques, and potentially disaggregating results to look at sub-groups. Analysis of this data requires someone with a strong knowledge of statistics and analytical tools.

4. Evidence Gathered

If done correctly, this methodology will provide numerical evidence that the intervention led to the impacts being measured. It will also provide numeric baseline data and numeric data on the different outcomes of the intervention.

Sources:


2. Quasi-experimental

Quasi-experimental studies are an adaptation of experimental studies such as RCT. They provide similar control and intervention groups, but without randomizations at the beginning of the intervention. The goal is to try and establish a counterfactual, looking at what would have happened if the intervention had not occurred, without the randomization process. Typically, this design samples beneficiaries and non-beneficiaries after the intervention has taken place. During this sampling, it is necessary to find non-beneficiaries that closely match the demographic information of the beneficiaries, so that comparisons between the two can demonstrate the impacts of the program. This can be difficult in humanitarian situations where the interventions are meant to target the most vulnerable people.

1. Pre-data collection activities

Prior to the collection of data, the comparison groups for beneficiaries need to be decided on. There are multiple methods for doing this matching. Most of these techniques involve gathering baseline data on non-beneficiaries. That data can come from data expressly gathered for the study or from background data collected for other purposes.
One of the methods for matching is propensity score matching, which was done in both Red Cross studies looked at in this report. Propensity score matching can be done with either baseline or endline data, but variables must be ones that have not been influenced by the intervention, so baseline data is more appropriate. The matching process involves several different statistical techniques, including logit regression and a matching algorithm, to compare values and match participants to non-participants. Once groups are determined, they are checked to see if there are any significant differences between the two groups. Ideally there should be no differences. For this and other matching techniques, strong statistical skills are needed. Other techniques including regression discontinuity design, ordinary least squares, and logistic regression can also be used.

Other things such as questionnaire design and sampling need to be done before data gathering. This technique requires large sample sizes.

2. Data Collection

Data is usually collected via large surveys. Volunteers or staff that are trained in administering these surveys can visit sampled participants to collect data. Data will need to be collected from both beneficiaries and non-beneficiaries. Depending on the design of the study and the operational situation, either baseline and endline or just endline data will need to be collected. The number of enumerators will depend on the resources available, but more enumerators will mean that collection happens more rapidly.

3. Data Analysis

There are several different ways to analyze the matched data. The most common is to compare the outcome of the intervention group to the outcomes in the control group to determine if there were significant differences. Other techniques include difference-in-difference, which compares changes in groups over time, and regression analyses. All of these techniques will require someone with a high level of statistical knowledge, as well as data that is well collected and cleaned.

4. Evidence Gathered

This methodology will provide numerical evidence on differences between those that received the interventions and those that did not. It also provides numerical point evidence on specific outcome indicators. Depending on the design, it can also provide numerical evidence on differences between different interventions or different levels of the same intervention. The evidence from this study design can make a strong case for attributing the intervention to the impact.
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3. Case-Control Study

Case-control studies originate from epidemiology. They are designed to match participants in the intervention group to those that have not had the intervention. This is similar to the matching done in quasi-experimental designs, where participants are matched on characteristics that do not affect the outcome. The researcher needs to determine the no unobserved characteristics are influencing the outcomes.

1. Pre-data collection activities

Prior to collecting data, sampling needs to occur. It is also essential that a bit of research is done on the matching variables and observations need to be made on what outcomes need to be looked at, as there may be several in FbF studies. Matching criteria needs to be established, as there are several variables that could be potentially used for matching. Over-matching will make selection difficult, while under-matching will result in comparisons that are not accurate.

2. Data Collection

Data needs to be collected in two stages. First, to match participants, data on matching variables needs to be collected. No other baseline data is needed. Once matching variables are established and matching is done, a larger data collection needs to take place. This will involve surveys that collect information on outcomes and factors that might have contributed to outcome. The number of enumerators will vary depending on resources, but fewer enumerators will lead to longer data collection times. This design uses smaller sample sizes than RCT, but large samples may still be required.

3. Data Analysis

There are several different ways to analyze the matched data. The most common is to compare the outcome of the intervention group to the outcomes in the control group to determine if there were significant differences.

4. Evidence Gathered

This technique can give good numeric evidence on differences between people that did and did not have a pre-determined outcome, which can be valuable information for the program. This can highlight some factors that will need to be taken into account in future similar interventions.
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Qualitative:

1. Beneficiary Assessment

Beneficiary Assessment is a systematic inquiry into people’s values and beliefs regarding the intervention. It is used to improve the impact of interventions by gaining the views of beneficiaries. It is a methodology that is rarely used on its own, it is most commonly used with quantitative methodologies to gain greater insight into interventions and people’s
feelings about it. The theory behind the methodology is that beneficiaries usually lack a strong enough voice in the process. This methodology involves interviewing participants to better understand how they feel about interventions. Beneficiary Assessment is used by the World Bank to monitor their social programs.

1. Pre-data collection activities

Prior to collecting data, several things need to be done. Whomever is the lead on the assessment will need to have a very strong understanding of the program, which requires becoming familiar with the socio-economic conditions of the areas as well as the institutional environment. This includes reading all program related documents and interviews with key personnel involved in developing and implementing the project. If time permits, an exploration of the area of the intervention, including talking to members of the community, is advised.

After gaining a real understanding of the context, the next step is to determine the objectives of the assessment. It is essential that the objectives are feasible and realistic in the context of the area. There are several typical objectives that are used in the methodology, including ‘determining and examining factors underlying motivation to achieve intervention goals.’ In the context of FbF programs, objectives could include ‘understanding the underlying mechanisms behind positive outcomes’.

Selecting the interview team is also important. The number of people used will be determined by the sample size of participants. Team members will need to have very good interview skills. They can be people with university backgrounds, but as long as they have good communication and writing skills they can be used. Theoretically volunteers could be trained to do some interviews. Interviewers should be balanced in terms of gender, so that more open communication can take place.

Sampling also needs to be completed before data collection. Sample size needs to be large enough to get a good understanding of the feelings towards the intervention. Because of the intensive nature of the interviews, great understanding can be taken from a smaller number of participants. Purposive random sampling techniques are usually used, with stratification of the sample based on characteristics such as ethnicity, income, and gender. Typically 10-20% of communities are sampled, and in each community 5-20% of households are interviewed. Some designs also include interviewing non-beneficiaries with similar characteristics of beneficiary communities.

2. Data Collection

Interview questions include themes such as prioritization of needs in the community, wealth ranking, maintenance of programs, benefits or programs and any negative aspects. Trained volunteers or staff members conduct conversational interviews, usually in a interviewee's home and in their local dialect. The objective is to gain in-depth information on beneficiary views. Focus groups can also take place, although some participants may not be as comfortable speaking in groups. Participant observation may also be used to gather information. This involves someone staying in the community for an extended period of time, and conducting case studies of 5-10 households, which are visited several times. Participant observation only occurs in a sub-set of studies because it is time consuming and more difficult.
3. Data Analysis

The final product of this methodology is a beneficiary assessment report. This will include analysis from the interviews. This will involve qualitative data analysis, where themes are taken from the interviews and synthesized to better understand how beneficiaries feel about the intervention, including if they feel there has been an impact.

4. Evidence Gathered

The evidence gathered is typically observations of the communities and changes that have been made due to the intervention. It also gives qualitative evidence on how the beneficiaries believe that the intervention helped them. This methodology is more geared towards long term development projects, but with a few small adaptations it could be used for FbF assessments.
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2. Most Significant Change

The MSC methodology involves collecting multiple stories from those impacted by the intervention, and then having several levels of stakeholders choose the most significant of the stories and then passing them along to the next level until a small number of the most significant stories have been chosen. The stories are chosen based on how well they highlight the program impact (either positively or negatively). This methodology provides a simple way to understand large amounts of complex data. Through uses of this methodology, programs have been able to identify unexpected changes, provide a rich picture of what is happening, and identify the values of the organization. No professional skills are needed that cannot be learned, so it is a good way to build organizational capacity.

1. Pre-data collection activities

The first step of this methodology is to introduce the process to stakeholders and get commitment to participate. Then, domains of change must be established. These are purposefully vague, so that they can be defined by the interviewees. This will include broad domains like "changes in people’s lives." The last step before data collection is to determine how frequently changes should be probed.

Data collection questions need to be determined. These questions need to be very simple, so that participants can take their answers wherever they feel like it. This is a good way to get a good picture of the intended and unintended outcomes of the interventions.

2. Data collection

Stories are collected from beneficiaries. There has been no determination of sample size, but for the initial collection of stories, it should be from a fairly broad range of participants,
usually 100s are collected for the first round. People are asked vague questions such as “In the last month, what was the most significant change that occurred.” These questions are meant to get a broad range of answers from beneficiaries.

Volunteers or staff members can be used to collect data, as long as they have had sufficient training in qualitative interview skills. After interviews are conducted, stories will have to be written up with great detail so that they can be passed along to determine the most significant story.

3. Data Analysis

The analysis phase of this methodology is the most intensive. All of the stories that were gathered have to be written up and given to the first set of reviewers. The analysis of these stories is done based on the domains that were established before the interviews began. The first level of the hierarchy of the organization doing the assessment will review the stories that were sent to them and chose the most significant story for each of the domains to send to the next level of the hierarchy, which will then do the same will the stories sent to them. This process will move up the chain until the heads of the organization chose the most significant stories. The figure below demonstrates the process of discovering the most significant stories that was done on a project in Laos.

![Figure: Most significant change analysis chain (Davies & Dart, 2005)](image)

Each time a story is selected, the criteria that was used and the decision-making process in choosing the story is recorded and then that process is fed back to all levels of the hierarchy. Once the final stories are selected, the stories themselves and the selection criteria used are written up in the final report. The stories are also verified, if possible, to make sure that the information is accurate.

4. Evidence Gathered

The evidence gathered using this methodology is mainly beneficiary perceptions of changes in their lives, hopefully in relation to the intervention, and what is of most value to them in these changes. This is better suited for development projects where long term changes over
time are more evident, and may be less effective in rapid onset disasters where everything has changed.
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3. Qualitative Impact Assessment Protocol (QUIP)

QUIP is a methodology that is designed to assess changes that are related to complex projects. Narrative accounts are collected from beneficiaries about changes that occurred and what caused them. It is useful in complex interventions where there is the potential for a lot of factors to influence the outcomes and changes. The defining feature of QUIP is that biases might be encountered if asked directly about the program, so interviewers use open ended, exploratory questions about the changes that have occurred to probe for all changes instead of asking specifically about the program. The interviews should be conducted by someone not associated with the program organization.

1. Pre-data collection activities

Before data collection, two steps must occur. First, the program staff needs to collect the domains of change and then design the questionnaire around those changes. Domains of change refer to areas in a participant’s life that changed and contributed to wellbeing. The questionnaires are created by working backwards from the outcomes of interest, rather than focusing on activities. Impacts that are supposed occur due to the program are based on the theories of change that have been established. It is essential that the questionnaires remain as open-ended as possible so that all changes and everything that contributed to the changes can be recorded.

Different sampling techniques are used based on what the goal of the study is. Typically, selective sampling is used, especially if there are certain over or under performing areas that programs want to explore. Cluster sampling can also be used if different geographical areas have been a part of the intervention and want to be assessed. While there is no concrete sample size used, they are usually planned in sets of 20-25 interviews and four focus groups. This is usually large enough to gather the important information from a cluster or community. No control groups are used in this study.

2. Data Collection

If at all possible, data collection should be performed by an outside evaluator that has no connection to the program or organization, and limited to no knowledge of the activities of the intervention. Interviews and focus groups will be conducted, usually lasting around 60-90 minutes. All interviews and FGDs have the goal of having respondents mention activities of the intervention without being probed for.

3. Data Analysis
As opposed to the data collection phase, the analysis needs to be done by someone with strong knowledge of the program and the theories of change. They code for evidence of causal pathways from actions to outcomes taken from both interviews and FGDs. There can be one or more trained analysts working on the analysis. Causal claim statements are highlighted in all interviews and causal maps are created.

4. Evidence Gathered

Evidence is generated on causal claims of the interventions. Outcomes are established and then actions that led to the outcome are discussed. It provides in-depth information on what has changed and how/if the intervention led to those changes. It can gather information on unintended changes/reasons for changes.
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4. General Elimination Method

This methodology is a way to determine causality in impact assessments without doing an experimental study, by identifying all possible explanations for change and then systematically eliminating each explanation until only the true explanation is left. This is done by interviewing both beneficiaries and stakeholders to determine what all possible explanations for changes are and collecting large amounts of background information. Local conditions and historical events are probed for other explanations for change.

1. Pre-data collection activities

Before interviews are conducted, it is essential that as much information is collected on the outcome and intervention as possible. This typically includes all of the monitoring reports available, any documents on intervention start up, and any information on historical events and local conditions. This data will need to be synthesized and analyzed to determine what other information is needed to make judgements on eliminations.

2. Data Collection

Data collection for this methodology takes place in the form of interviews. These interviews will be with both intervention participants as well as other stakeholders in the intervention and people that have a good understanding of the community. The number of interviews will vary depending on what information is needed. These interviews will be conducted by either volunteers or staff members that have been trained in qualitative data collection.

3. Data Analysis

Data analysis will include qualitative analysis of the interviews as well as the synthesis of the qualitative data collected with the other information collected. Once all of the information has been collated, the analyst will need to look at all scenarios that might have led to the outcome, and systematically eliminate all possibilities that can be eliminated using the
evidence gathered. The goal is to have the intervention be the possibility left after all others have been eliminated.

4. Evidence Gathered

While this method provides a lot of good information on whether the intervention actually resulted in the impact observed and helps determine causality, it gives limited information on individual beneficiaries.
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5. Outcome Harvesting

Outcome harvesting is used in retrospective evaluations of complex systems to help make sense of out of outcomes after they emerge. Either staff or evaluators identify, formulate, verify, analyze, and interpret outcomes in contexts where cause and effect are not well understood. Who changed what, why it matters, and how the program contributed to the outcomes are assessed. This is usually done using FGDs and interviews. This methodology looks at what has been achieved, and then works backwards to determine whether the interventions played a role in the outcome.

1. Pre-data collection activities

The first step in outcome harvesting is to develop agreements with the people that will use the results and decide what the priority question for the harvesting will be. Users and researchers also have to agree on the process, what questions will be asked, from whom, etc.

Outcome descriptions are then created, the level of detail depending on the organization and the harvesting questions. They can range from a sentence to a full-page description. They include information such as the context of the outcome, perspectives on the outcome, and importance. To create these outcomes, all available data and documentation from the program is examined.

2. Data collection

Once the outcome descriptions are generated, interviews need to take place to review the outcome descriptions and potentially formulate new outcomes that were not thought of. These interviews will be with both people that experienced the intervention, as well as people that worked on the intervention.

Once this information is obtained, all of the outcomes that have been determined are looked at again and the most appropriate are picked to be verified. The verification process allows an increase in accuracy and credibility of findings. This verification is done by giving the information to independent observers who are knowledgeable about the outcome and the contribution of the change.

3. Data analysis
Once the final outcomes have been verified, they are then classified into similar outcomes. The causes that led to the outcomes are also analyzed. A database may need to be created to organize the outcomes if a large number of outcomes are collected. Stories, charts, and visualizations are different ways that the outcomes can be analyzed. The goal is to see how different outcomes contributed to a process of change.

4. Evidence

This methodology provides evidence on what outcomes are achieved, and how the intervention contributed to these changes, and what the outcome means for the intervention. This provides a better representation of overall program effectiveness than individual beneficiary impact assessments.
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Mixed-Methods:

1. MAPP (Method of Impact Assessment in Projects and Programs)

MAPP is a heavily participatory methodology that is designed to evaluate the impact of interventions and allow beneficiaries to express ideas on how interventions can be improved. It was originally designed to assess development programs in the agriculture sector, but has now been used in multiple assessments. This methodology provides an open approach that can evaluate both planned and unplanned impacts. A specific program is evaluated in relation to other ongoing programs, and beneficiaries have strong inputs into all aspects of the assessment. It is mainly qualitative, but some of the qualitative data is turned into quantitative information such as point systems for ranking changes and impacts. Using the data gathered, and influence matrix is created to try to determine attribution.

1. Pre-data collection activities

The first step of this methodology is to determine who will be leading the workshops. This person or team will need to undergo a training on the methodology. This training lasts a day. Once the evaluators are trained, group discussions are organized. These discussions usually involve both beneficiaries and non-beneficiaries, with different sexes and socio-economic classes included. These people need to be identified. There is no set size for these discussion groups.

2. Data collection

Data is first collected from beneficiaries and non-beneficiaries on the effects of the project using developed tools. Project measures and activities are identified, and it also looks at contributions made by individual development measures on the overall developments. There are six different tools that have been established, and each of the discussions have beneficiaries fill out all of the tools in a pre-defined order. These tools include things such as...
lifelines, trend analysis, list of measures, and influence matrix. All of this information is summarized into a development and impact profile. This process can happen over a two-day period.

3. Data analysis

Analysis is performed by both participants in the discussion and the discussion leaders. Participants fill in the development and impact profile using what information was gleaned from the trend analysis and influence matrix, where positive and negative trends are determined. This will be monitored by the discussion leader, but run entirely by the participants.

The other qualitative data that is collected during the discussion will be analyzed by the discussion leaders to provide more context to the data.

4. Evidence

MAPP gathers evidence on the changes that have occurred over time and the reason for these changes. It also gathers information on which parts of programs had the biggest impact.
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2. Participatory Impact Assessment

This approach attempts to answer the following questions: what changes have there been since the start of the project and are the changes attributable to the project? To answer these questions, both interviews and FGDs are conducted. This uses control groups, develops baseline data, triangulates data, and uses standardizing and repeated methods to answer these questions. Data is collected in qualitative techniques, but some data is quantified to be used for quantitative analysis. There are eight stages to this methodology: define the questions to be answered, define the geographical and time limits on the project, identify locally prioritized impact indicators, decide which method to use for measuring change, decide sampling method and sample size, decide how to assess attribution, decide best way to triangulate data, and plan feedback.

1. Pre-data collection activities

Prior to any other activities, it must be decided what questions to answer in the impact assessment. There should not be more than five questions to answer from the assessment, and fewer questions will result in more detailed data. Step 2, establishing timing and geography, will make sure that everyone understands the limited of the interventions and more importantly the scope of the impact assessment.

For the impact assessment to take place, indicators of impact need to be established. Impact indicators measure the changes that have occurred due to the project. This is typically some sort of change in livelihood. Additionally, there are several different methods used to
measure these indicators. These include things like ranking and scoring, before and after scoring, proportional piling, and matrix scoring among others. All methods using interviews to get the data, but some of the interview techniques produce quantitative.

Sample sizes for interviews and FGDs need to be established. This has been done differently in different assessments using this methodology. Random, purposive, and convenience sampling have all been used. The type of sampling is determined by multiple different factors, including the amount of money that has been allocated for the assessment. Random sampling produces the largest sample size, so that is only done if time and money permits.

2. Data collection

Data is collected from both interviews and FGDs. The format differs depending on the program being evaluated. Commonly, beneficiaries and non-beneficiaries are both interviewed or there are focus groups with both to compare those that did and did not receive the intervention. Most of the data collection instruments have already been designed, they just need to be modified for the individual intervention. Both volunteers and staff members can collect data, as long as they have been trained in the methodology and qualitative data collection techniques.

3. Data analysis

Although mostly qualitative techniques are used to collect data, the analysis involves both qualitative and quantitative analysis techniques. The goal of collecting the data is to try and prove attribution, and therefore data in analyzed with that goal in mind. The data also needs to be triangulated between different methods and secondary data can also be collected and analyzed to assist in triangulation.

4. Evidence gathered

Evidence on differences in the indicators between beneficiaries and non-beneficiaries is gathered, along with baseline data (if not previously collected), evidence of attribution, and case studies to determine individual impact. Perceptions of impact of the program on individuals is generated. Additionally, numeric evidence on changes in indicators is gathered. Once all data is gathered, it is shown to the community. This is an opportunity to verify that the results of the impact assessment are accurate and to add even more context to the data if necessary.
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3. Citizen Report Card

The ideas behind the Citizen Report Card is that individuals should have a say in the way that services are provided. They can provide good information on impact of services, as well as adequacy of the overall program and problems in service delivery. This methodology is mainly used in evaluation public services, but can also be used to evaluate NGO
interventions. Data from the report card is meant to reflect the lived experiences of people, as well as the impact of these services.

1. Pre-data collection activities

In order to conduct these surveys, focus group discussions need to be designed to determine the purpose and scope of the study. These interviews can be with government officials, NGOs, citizen groups, and agency heads. Once the scope of the study is determined and questions to be assessed are created, a questionnaire needs to be developed to give to participants. Sampling and sample size determinations will need to be done, but the sample size should be large for this technique.

2. Collection

Both qualitative and quantitative information is collected using this methodology, so it will be important to have somebody with knowledge of both techniques. The FGDs will collect data on the experiences of officials to help guide questionnaire and study design. Someone will need to facilitate this data collection. Quantitative surveys will then need to be sent out to participants. Large amounts of data should be collected on how participants interacted with the services provided.

3. Analysis

Both qualitative and quantitative analysis will need to be done, so it is important to have someone available who understands and can do both types of analysis. This is a general community survey, so it could be possible to do a comparison between beneficiaries and non-beneficiaries depending on design and sampling.

4. Evidence gathered

This is more a tool to measure the quality of the services that were provided and the satisfaction with these services. These questions might be able to be tailored to the project, and would provide some good information on whether beneficiaries were satisfied with what they received, but it would not measure impact in the way it is currently designed.
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4. Collaborative Outcome Reporting

This is an impact assessment methodology that is based around a performance story that presents evidence on how a program has contributed to outcomes and impacts. This technique maps out existing data and additional data against the program logic to produce this story. There are six steps used in this approach: 1. Scoping inception and planning workshop, 2. Data trawling, which looks at previously collected data, 3. Social inquiry, which involves collecting new data, 4. Data analysis and integration, 5. Outcome panel, and 6. Summit workshop. Steps 5 and 6 involve expert panels that check the credibility of the evidence surround impacts and the extent to which they can be attributed to an intervention.
1. Pre-data collection activities

The pre-collection phase involves a scoping/inception workshop. This is held so that stakeholders can have a say in the planning of the intervention. The program logic is developed during these workshops. This is what is used to determine how the intervention should theoretically work, and how the intervention will lead to the impact. Sources for existing data are also identified. These sources could include existing census data, routine monitoring data, program baseline data if collected, along with other sources. Evaluation questions that will be asked during the social inquiry are also developed.

Sampling for this methodology will depend on the type of data that is collected. Typically, qualitative information is gathered on stories of change (using techniques similar to MSC). Additional data can be collected, including quantitative survey data. Different sample sizes will be needed for different techniques.

2. Data collection

There are two stages of data collection, the data trawl and the social inquiry. The data trawl includes both primary and secondary data. Program staff can be used to help discover and collate the data. The goal of the data trawl is to look for existing evidence on the program and its contributions to the outcome. The data trawl can happen in confluence with the social inquiry. The social inquiry will involve collecting data from the participants in the program. This can be either quantitative or qualitative, but usually it is a combination of both.

3. Data Analysis

Both quantitative and qualitative analysis will need to be done. This will require staff members or outside consultants with knowledge of both techniques. Results charts are usually used to collate the different types of data.

After the data is collated, people with relevant knowledge will be brought together to assess the results and determine the contribution that the intervention had on the outcomes. They also look at rival hypotheses that might also explain the outcomes. A final workshop with staff members, community members and other stakeholders key findings and recommendations are presented and synthesized. Examples of change are identified and added to the evidence base.

4. Evidence Generated

This methodology creates a performance story that presents evidence of how the program contributed to outcomes of interest, with input from both the community and technical experts. It collects perceptions of how the program contributed to wellbeing/outcomes during the disaster. There has been criticism that this technique produces overly positive reports.

Sources:


5. Success Case Method
This technique is described in depth in Appendix F and the main body of the report.

6. Case Study

A case study focuses on a particular unit-person, site, project to focus on how different elements fit together and how different elements have produced the observed impacts. There are several different types of case study methods, but this will look at the program effect method. Program effects methods examines causality and usually involves multimethod assessments. Case studies entail analysis of a complex situation, based on a comprehensive understanding of the instance obtained through extensive descriptions and analysis of the instance. It is most typical to look at the project as a whole or more than one project for analysis.

1. Pre-data collection activities

The first step in this methodology is to determine which unit will be used as a case. This could range from individual, household, community, region, or program. In most FbF interventions, the cases should be individuals or communities. All the data that is available should be collected, including any existing data. This needs to be done before data collection, as data collection should be focused on what is missing from existing data. This data might come from any baseline info gathered, monitoring reports, census data, and any other data sources available. This can be a lengthy process, as it is necessary to gather and synthesize all available data.

2. Collection

Once the holes in the existing data have been identified, it is necessary to collect data to fill in those gaps. This is usually done by conducting in-depth semi-structured interviews with the cases (if cases are individuals). Staff members or volunteers can collect data. Different data will need to be collected on different cases, depending on what existing data was available for each individual.

3. Analysis

Both collected and existing data will be analyzed, so it will be essential that someone is available that has both qualitative and quantitative analysis skills. Both types of data will be fairly straightforward to analyze. The more difficult analysis is the synthesis of all data. Data needs to be triangulated and synthesized to present a coherent case.

4. Evidence Generated

Evidence will show the effects of the program and reasons for success and failure. This method gives good information on the program overall, and if it was successful, which is good information to have for the Red Cross to evaluate the program as a whole, but does not provide reliable measures of the benefits for a household. Depending on what unit is used, the focus may not be on individual households at all or may not be generalizable to households.
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7. Qualitative Comparison Analysis

QCA involves analysis of multiple cases in complex situations to look for patterns and help explain why change happened in some situations and not others; systematically generating findings across multiple case studies using qualitative and quantitative data. It is based on two assumptions: change is often the result of different combinations of factors, and different combos of factors can create similar changes. Meant to be a rigorous process that follows the following structure: 1. develop theory of change, 2. identify cases of interest, 3. develop factors, 4. score factors, 5. analyze data, 6. interpret findings and revise theory of change. Below is a diagram that shows the structure of the QCA.

Figure: QCA methodology steps (Simister & Scholtz, 2015)

This methodology is case-based, and involves generating findings across multiple case studies. Both quantitative and qualitative data is gathered from between 10 to 50 cases. The basics of the methodology is to analyze patterns across multiple case studies to better understand why some changes happened and others did not.

1. Pre-data collection activities

The first step of the methodology is to develop a theory of change (or use a pre-existing one). The theory of change identifies two things, the change the study is interested in and the factors that can bring about that change. This change to be analyzed is usually the outcome of interest. The next step is to identify cases. Some of the cases should have the outcome of interest and others should not, but they should be similar in other respects. Cases can be anything from different governments to individuals, but for FbF impact assessments they will always be individual beneficiaries. Factors also need to be established before data collection. Factors are aspects whose presence or absence contribute to the outcomes.

2. Collection

Once the factors are identified, intensive qualitative data needs to be collected on the cases. Any available data should be collected, and new data should be collected as well. For FbF
interventions, this would require in-depth qualitative interviews with each of the cases. Collected data should focus on factors and outcomes.

3. Analysis

Once the data is collected on the cases and factors, the factors need to be scored. This involves looking at the factors across all of the cases and determining a score. Typically, this means looking at a factor across all cases and scoring it either a 1 if the factor is present or 0 if it is absent. Once the scoring has occurred, data needs to be analyzed. This can be done by eye if relatively few cases, but it is usually done using software. Analysis usually looks at what combination of factors or absence of factors led to the outcome. After the data is analyzed, it is essential to go back to the cases to see if the findings make sense.

4. Evidence generated

This methodology provides numerical and qualitative evidence on different pathways that led to the outcome of interest. It gives data on factors that are associated with positive outcomes of interest. It provides very detailed household level data on impacts.
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8. Realist Evaluations

The overall goal of this method is to identify the underlying generative mechanisms that explain how the outcomes were caused and the influence of context. The reasoning of the beneficiaries in response to resources or opportunities provided by the intervention is what causes the outcomes. First, the program theory is developed, then data is collected is whatever manor suits the question, then the data is organized in relation to the initial theory, then patterns of outcomes are analyzed, then the mechanisms generating those outcomes can be analyzed. Finally context-mechanism-outcome statements are created. It is particularly good at determining underlying causation and why different outcomes are achieved in different contexts.

1. Pre-data collection activities

The first step of realist evaluations starts with developing the program theory. The program theory describes how the intervention is expected to lead to the outcomes and in what conditions these outcomes occur. The difference between realist and other types of evaluations is that a realist theory details the mechanisms that will generate the outcomes and what features of context will determine whether or not these mechanisms will operate. The three elements, mechanism, outcome, and context are specified in the pre-collection phase. Data collection is then focused on testing the different elements of the program theory.

2. Collection
Typically, both qualitative and quantitative data is collected, with quantitative data focused on context and outcomes, while qualitative data to look at generative mechanisms. This collection typically uses the case study design, because cases can test the mechanism, outcome, context statements. Usually purposive sampling is used, and no sample size is specified.

3. Analysis

Analysis depends on the type of data that is collected. For the overall methodology the analysis is done under the context-mechanism-outcome (CMO) frameworks. In the first phase of the analysis, the data is organized around the program theory. This involves either qualitative coding, or basic quantitative analysis depending on what was gathered all centered around the CMO framework. Outcomes data also needs to be disaggregated based on sub-groups. If outcome patterns are identified, mechanisms generating the outcomes can then be analyzed. Once the mechanisms are analyzed, contexts in which these mechanisms did and did not work can then be determined. Contexts could be either different sub-groups, processes of implementation, socio-economic conditions, or other factors. Lastly, analysis needs to be done to determine which CMO pathway offers the most plausible explanation for the observed outcomes.

4. Evidence gathered

Evidence is generated on how and why the program works, and for which people it works best. It should give details on the contexts in which a program works best. This method will give information on who the program is working best for, in which context, and the mechanisms of how the program works. This is all good data to have, but it is less focused on individual effects and more focused on the overall program theory.

Sources:


9. Process Tracing

The main purpose of process tracing is to attempt to establish whether, and how, a potential cause or causes influenced a specific change or set of changes. This is done by applying a set of formal tests to examine the strength of evidence. A key feature is development and testing of alternative ideas of how change occurred. Process tracing can show whether a change occurs and how and why it occurred as well. It works by first identifying the change of interest, identifying the evidence that confirms that change has happened, documenting the processes that have led to change, establish alternative causal explanations, and then assess all hypotheses. These evaluations are done using the formal tests provided in academic literature.

1. Pre-data collection activities

The first step is to identify the change that occurred that are of interest. It is difficult to do process tracing with multiple changes, so stakeholders will need to work together to determine which change that occurred is the most important to analyze. After the change
has been established, evidence that the change occurred needs to be gathered. This can be
gathered from documents and collecting data. The data collected can be qualitative or
quantitative. Once it has been established that change has occurred, processes that led to
change need and alternative causal explanations need to be developed.

2. Collection

Data needs to be collected at two times in this methodology. First, data needs to be
gathered to establish that change has occurred. Secondly, evidence needs to be collected
on the hypotheses that were established about the causal explanations. There is no explicit
directions for what type of data needs to be gathered, it just needs to establish a change and
evidence that can strengthen or weaken hypotheses. Depending on what type of data is
collected, enumerators will need to be trained in either qualitative or quantitative data
collection.

3. Analysis

Analysis will need to be done three times for this methodology. First either qualitative or
quantitative data will need to be analyzed to establish that changes occurred, then analysis
will need to be done on the data that establishes causal explanations, then the formal tests
used to evaluate the evidence will need to be used. Depending on the type of data that is
collected, someone with expertise in either qualitative or quantitative evaluation (or both) will
be required.

4. Evidence gathered

At the end of the process, an evaluator should be able to assess the extent to which
competing causes or hypotheses may or may not have contributed to a change or set of
changes. They should also be able to state how and why the change or changes came
about. This method gives good information on the causality of the program to the impact, as
well as plausible explanations for why things changed, but focuses more on the overall
program than on the individual beneficiaries.

Sources:

eVALuation Matters, Second Quarter 2019, 19-27.


10. Contribution Analysis

Contribution Analysis explores the contribution a program is making to observed results by
gathering evidence and creating a contribution story. This approach was developed to
explore the attribution of the program to the impact where experimental or quasi-
experimental programs are not possible. It relies heavily on analyzing a program’s theory of
change and looking at any other potential contributing factors. There are 6 steps to the
method: Set out attribution problem, develop theory of change and risks to it, gather existing
evidence, assemble and assess the contribution story, gather new evidence, and revise and
strengthen contribution story. Contribution Analysis attempts to explore plausible
association, to ask “whether a reasonable person, knowing what has occurred in the
program and that intended outcomes actually occurred, agrees that the program contributed to those outcomes."

1. **Pre-data collection activities**

Most of the steps of this methodology occur prior to data collection. These include establishing the attribution problem, developing the theory of change and risks to that theory, gather existing evidence, and assembling and assessing the contribution story. Establishing the attribution problem involves understanding what has occurred during the intervention and acknowledging that other factors besides the intervention could have caused or contributed to the outcome. Developing the theory of change and risk to the theory involves creating a logic model for the intervention, having a good understanding of social and economic issues that might affect the outcome, having realistic expectations of how the program can contribute to the outcome, and considering links between activities. Gathering existing evidence involves finding all of the evidence that has been generated throughout the intervention, identifying key stakeholders, and identifying gaps in the evidence. The last step pre data collection is to start creating a contribution story, and assessing the strengths and weaknesses of the intervention steps in the program logic. This step also looks for other influencing factors besides the intervention that might contribute to the story.

2. **Collection**

Data collection for this methodology is used to add data to the contribution story. This is most likely to be qualitative data, but may also include some quantitative data. This data will be used to confirm or refute the information that has already been established in terms of theory of change and causal pathways.

3. **Analysis**

This data gathered is then used to strengthen and revise the contribution story. The type of analysis will depend on whether qualitative or quantitative data is gathered.

4. **Evidence generated**

The final picture established from this analysis should be able to tell whether expected results were due to the theory of change, and that the program was influential in bringing about those results. This technique gives very good information on whether an observed result is attributable to a program. There is less focus on individual beneficiaries and more emphasis on the program. It does give information on whether the program accomplished it's theory of change, and of that theory of change is about helping individual beneficiaries then that will give you info on household level effects.

Sources:


### Appendix D: Additional Interview Quotes

#### Current Practices

**Data Collection:**
“OK, first of all we collected the socio-economic status before and after the event, and their present condition. We also collected a few information regarding socio-economic condition like number of livestock, assets, debt that were before the disaster and their situation right now. That is before and after the situation. And we collected information for the beneficiary group as well as the control group. So we understood what the impact was for our group.”

“First, we have to plan for the data collection methods. Whether we will go to the fields or collect over the phone.”

“And it took about 2-3 days in each district to collect the data. And we selected 3 districts.”

**Control Groups:**
“For floods we selected control groups based on our existing data, and we didn’t provide them care. They had a vulnerability score for the family in preparing the cash intervention. So we selected for flood, the number of beneficiaries that were based on the vulnerability score of the family. Based on one or two standard deviations, where it was not possible to find one standard deviation away.”

“We collected control groups data from those who went to the shelter and didn’t provide support at the shelter. At the same time, we selected some control from the population that didn’t go to the shelter.”

“Yes, so that was a random selection. We know where our beneficiaries are from, we have their details, but the non-beneficiaries they are living in nearby communities or in the same communities but from different pockets. And they were randomly selected.”

**Technology:**
“And what we’ve seen, in terms of efficiency, using the mobile phones is best. Kobo or Kobo collect. WE are now using this, but in the past the red cross has used so many tools that have been developed on hard paper.”

#### Challenges

**Disjointed Study Design:**
“But that disconnection on the way that its done, I think its complicated. So you have the first group that does the data collection, and then you have someone else takes care of the data analysis, and then you have someone else interpreting the results.”

“The fact that they are seen as independent process, then you cannot go back and explore more into why or analyze the data as it comes in.”

**Lack of Capacity:**
“This is very cost intensive and difficult and I don’t know how we are going to pull this off.”

**Lack of Qualitative Data:**
“But it would better to get information from a FGD, that would describe more rational.”

“methodology also covers more subjective topics and not just the pure hard numbers but also what else was there that we could rescue from this intervention.”

“And I think one of the challenges of the impact assessments that are being done is that it does not take into account the kind of broader contextual issues that exist and the national society starting points as well.”

**Difficulties with Sampling:**
“The scenario is different during flood and dry period. We can directly drive to their houses during flood, but during dry period we have to walk up to 10 km to find them. That was very challenging.”

“this year, we selected a few households for sampling, but after going to the field we found that they are not in their houses.”

**Timing:**
“The other is you know, the whole thing about the timeliness. This is the main problem that we have faced. The whole thing about who is this for and how long does it take”
<table>
<thead>
<tr>
<th>Capacity</th>
<th>Information to Collect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General Comments:</strong></td>
<td></td>
</tr>
<tr>
<td>“I think there should always be a capacity building element to it, so that then Mongolia red cross can feel like, maybe not the next time, but that they are able to really drive this”</td>
<td></td>
</tr>
<tr>
<td>“their partners are often international consulting groups. Which it’s fine to work with those partners, but it would be good to build more local capacity on that.”</td>
<td></td>
</tr>
<tr>
<td><strong>Community and Volunteers:</strong></td>
<td></td>
</tr>
<tr>
<td>“We have a network of volunteers at the red cross, and some of the volunteers have been trained in the FbF methodology.”</td>
<td></td>
</tr>
<tr>
<td>“we collected 440-480, and for flood we collected 446 number of information. And we had almost 100 volunteers.”</td>
<td></td>
</tr>
<tr>
<td>“they’re also our networks at the community level and our entry into the community. So we leverage on our volunteer network on everything. Not just the after action reviews, but all of our programming”</td>
<td></td>
</tr>
<tr>
<td><strong>M&amp;E, Staff, and Statistics:</strong></td>
<td></td>
</tr>
<tr>
<td>“We need some bit of capacity building. Such that even none M&amp;E staff can do any of these big surveys because it might be hard for the NS to recruit some M&amp;E people”</td>
<td></td>
</tr>
<tr>
<td>“Yea, they do the data analysis part also. Because we invest in them and they are doing everything: that is data collection framework, sampling design, field testing as well as data collection. And those data processing is done by them. And they will analyse and evaluate the heat wave simulation data”</td>
<td></td>
</tr>
<tr>
<td>“However, internally I can say that we have an above average capacity in terms of statistical analysis, and human resources to do these types of analysis.”</td>
<td></td>
</tr>
<tr>
<td>“For this assessment, one person from the national headquarters, he went down to the district and oriented the volunteers and there we included at least 25 to 30 volunteers and they were engaged”</td>
<td></td>
</tr>
<tr>
<td><strong>Qualitative Data:</strong></td>
<td></td>
</tr>
<tr>
<td>“I am not sure they’re really is a replacement for some good qualitative interviews.”</td>
<td></td>
</tr>
<tr>
<td>“For these qualitative interviews…even though it does not give us any statistics, it gives us an idea of the types of benefits and who was receiving them and why.”</td>
<td></td>
</tr>
<tr>
<td>“We also keep their satisfaction from before and after, which gets more qualitative information. How they are satisfied.”</td>
<td></td>
</tr>
<tr>
<td>“It should be qualitative, otherwise it will be valueless.”</td>
<td></td>
</tr>
<tr>
<td><strong>Outcomes of Interest:</strong></td>
<td></td>
</tr>
<tr>
<td>“we should put the emphasis on the type of activities that we are doing and the long term impact that they are having”</td>
<td></td>
</tr>
<tr>
<td>“Not being too heavy, but we want to know that the assistance is getting to the right place at the right time, and if it isn’t we need to know what we can do better.”</td>
<td></td>
</tr>
<tr>
<td>“I would like to see how our support benefits them to save their livelihoods and lives.”</td>
<td></td>
</tr>
<tr>
<td>“But overall we just want to see that there is still access to services, we don’t lose lives or livelihoods, there are no disease outbreaks, and people carry on as usually”</td>
<td></td>
</tr>
<tr>
<td>“When we ask national societies what they would like to know, we would also be able to capture those unexpected outcomes.”</td>
<td></td>
</tr>
<tr>
<td>“start to compare like with like, rather than just people who receive assistance to people that don’t receive assistance.”</td>
<td></td>
</tr>
<tr>
<td><strong>How the program is working:</strong></td>
<td></td>
</tr>
<tr>
<td>“we should put the emphasis on the type of activities that we are doing and the long term impact that they are having”</td>
<td></td>
</tr>
</tbody>
</table>
**Information to Collect (Cont)**

**How the program is working:**

“One of the aspects that we want to see covered are the institutional aspects. You know managing the case for evaluation in Mongolia and Bangladesh we’d like to slip some of those questions in to assess that as well.”

“So how many people are displaced, how many are affected, and then how many households have been damaged, and other sources of livelihoods such as gardens, crops, and then infrastructure to see if the roads are accessible if we are to do any responses in the future.”

“So looking for justification is really our first priority and my main expectation”

“Making sure that what we are saying when we develop these early actions is indeed true, that we are making a lot of theoretical explanations. Some are based on already a few evidences that we have collected in small scale activations and tests, but there is still a lot that we need to verify.”

**Other Data:**

“I mean I think there are an infinite number of questions for what action, for what hazard, in what location, with which lead time does that work”

“And I know that to do that you also need to do a rapid assessment on how the markets are functioning”

“I am fighting for the idea of having something that we can all evaluate and report to the government together.”

“what is safe to assume? If you know enough, is it safe to assume that if you give people cash, in these types of contexts with these types of lead times that is will have this kind of benefit.”

“If we manage to have a standardized lessons learned template for early action interventions and we said look, this is what we could have and this is what you should do and you should produce a report at the end.”

**Novel Data Collection Ideas**

**Cellphones:**

“there have been some studies on mobility using cell phone, aggregated cell phone information. So you can see if everyone on the coast of Bangladesh starts to go to Dhaka to get jobs after a cyclone, you know and they come back only on the holidays to see their family on the coast, that’s something you can measure using aggregated cell phone data.”

“There are some techniques out there to randomly poll people via phone call or text message.”

“In Uganda we were interested in collaborating with UReport, which was a polling thing set up by UNICEF that would you know, we could send a text message to everyone signed up in a geographical region, so we were going to have our volunteers like help sign people up to this thing.”

**Remote Sensing:**

“So there’s a data set from NASA that records night light. Which is often used as a proxy for GDP, or proxy for economic activity, so if you could say ok well there’s this drought that is predicted across the region and we were able to reach half the people in that region. And then you monitor the night lights over time and you could show that the region that received the intervention was brighter and showed more economic activity than the region that didn’t, you wouldn’t actually have to do a lot of work to do that.”

“He was proposing satellite images to look in areas that we do house strengthening or early harvesting of crops and it would compare with the neighboring community to see perhaps a different type of impact.”

“And in that case, the idea of having satellite imagery, or something that does not require us to talk to beneficiaries may be able to help with objectivity.”
Appendix E: Scoring Rationale

- RCT:
  - Capacity required: need very strong statistical skills for both the sampling and the analysis. Also need good M&E experience for questionnaire development, sampling, etc. Large number of volunteers to train
  - Preference: All programs seemed capable of doing quantitative data gathering and said it was common practice, but it does not fulfill what they want in terms of qualitative data gathering. They did have issues reaching some of the sampled people in the past, so such a rigid design could be difficult
  - Complexity: very complex sampling and study design, especially in emergency settings. Ethically complex as well
  - Cost: Some interviewees mentioned it was costly to have so many volunteers in the field for a long time collecting data. Also without the capacity to do these big studies, several programs hired consultants to help, which can be costly

- Quasi-experimental:
  - Capacity: need very strong statistical skills for the matching, sampling techniques. Also need good M&E experience for questionnaire development, sampling, etc. Large number of volunteers to train
  - Preference: All programs seemed capable of doing quantitative data gathering and said it was common practice, but it does not fulfill what they want in terms of qualitative data gathering. They did have issues reaching some of the sampled people in the past, so such a rigid design could be difficult
  - Complexity: Still complex, with maybe a little less complexity than the RCT because it is a bit less rigid in design. Depending on how non-beneficiaries are chosen it can also be less ethically complicated
  - Cost: Most of the same costs incurred as the RCT design. Potential for a little less money needed on volunteers if sampling is a bit more relaxed.

- Contribution Analysis:
  - Capacity: Work needs to be done for this before data collection, including cause and effect question generation, prior evidence gathering and analysis. This could require moderate capacity from M&E team. Also either questionnaire or semi-structured interview questions need to be developed
  - Preference: There are two different types of data collection, either is fine with NS, although they prefer both, which is why this was given a 3
  - Complexity: The actual data collection phase is not very complicated, there are no comparison groups. The complication comes from the pre-data gathering stage. Depending on the type of data gathered, the analysis stage is not prohibitively complex either
  - Cost: This depends on what type data is collected, but the cost will be less than a large RCT or quasi-experimental study because the sample size will be smaller. Unless there is very very limited capacity, it doesn’t seem like this would require hiring a consultant.
- **Realist Evaluation:**
  o **Capacity:** Someone from the national society (or a consultant) will need a very strong understanding of the methodology, theory of change, will need to develop content-mechanism-outcome statements, and may need to run workshops with stakeholders before data collection. Questionnaire development and sampling will also have to take place. This will require moderate to high capacity of the NS team. Data analysis will also need to be done.
  o **Preference:** This can involve mixed-methods, both qualitative and quantitative collection if designed that way, which is what NS wants.
  o **Complexity:** This could be moderately complex. Data analysis needs to be disaggregated to compare different sub-groups, the CMO statements and analysis around those can be difficult. A strong understanding of hypotheses and program theory needed. Less complicated than large quantitative studies.
  o **Cost:** This is less costly than doing large quantitative surveys, and will require fewer volunteers.

- **Qualitative Comparison Analysis:**
  o **Capacity:** will need members of an M&E team or NS staff that have a very strong understanding of the program to determine outcomes and create factors. Quantitative data from previous research or monitoring can be used to find cases, so someone will be needed an understanding of basic statistics. Not a huge amount of capacity needed, but it is still complex.
  o **Preference:** From interviews, people wanted qual and quant data collected and they wanted to look at beneficiaries and non-beneficiaries. This methodology could use non-beneficiaries in the comparison group, although that is not usual (why it didn’t get a 5).
  o **Complexity:** Finding the cases may be slightly complex, as it requires looking at a few factors, but the sample size is relatively small and requires fewer volunteers. The analysis will be predominately qualitative analysis, but there are scoring factors that can quantify the qualitative data, which is a bit more complex than regular qualitative data analysis.
  o **Cost:** This should be fairly low cost. The sample size is much smaller, which means that fewer volunteers will be needed.

- **Case Study:**
  o **Capacity:** intensive data gathering required, so capacity is required for that. Need to be able to collate all of the information gathered and then create questionnaires based off of what is left to be done, so need a strong M&E capacity to do that. Not as capacity required as some of the more involved studies. Basic data analysis skills needed for the gathered data.
  o **Preference:** FbF team members wanted quantitative data gathered as well as qualitative, and liked the comparison between beneficiary and non-beneficiary, so doesn’t fulfil all of the preference requirements.
  o **Complexity:** This approach is moderately complex, as it requires the synthesis and triangulation of a lot of data and a detailed report, but not as complex as some other approaches.
  o **Cost:** Cost should be relatively low, because sample size is small and fewer volunteers are needed.

- **SCM:**
o Capacity: There is moderate capacity needs for this methodology. Need basic quantitative and qualitative data analysis skills, and someone with M&E experience to be able to design questionnaires in a way that will identify successes

o Preference: This satisfies the desire of interviewees to have quantitative surveys and qualitative data to really identify what is working well. It does have a comparison, but not with non-beneficiaries, which is why it doesn’t fit all preferences and get a 5. Could be modified...

o Complexity: This is a fairly straightforward technique. A success needs to be defined, then quantitative surveys are done to find successes and failures, then interviews to probe both. Analysis is also fairly straightforward. Research has stated that this is a quick way to gather good data

o Cost: Because a larger sample size is needed for surveys, there is a slightly higher cost involved than smaller sample size options, but most research has stated that it is generally cheap compared to other survey designs

- Collaborative Outcomes Reporting

  o Capacity: There are a few steps in this process that require capacity from the staff to be able to do well. These include the scoping inception and potentially developing workshops for the scoping part. The data trawl, where data needs to be found and analyze could require statistical capacity. Design of questionnaires and sample as well as data analysis will also require capacity. So will designing the final workshops and putting them on. So quite a bit of capacity is required.

  o Preference: This will provide qualitative and should provide quantitative data, both of which the programs want. It does not collect beneficiary and non-beneficiary info

  o Complexity: There are many steps involved in this process, none of which are straightforward. Therefore it is moderate-high in complexity.

  o Cost: It is hard to determine cost for this one, but it is assumed that data collection from volunteers, as well as putting on potentially two workshops (beginning and end) will be more expensive than some other methodologies

- Citizen Report Card:

  o Capacity: FGD needs to be run before the start, as well as sampling and survey development. Moderately complex

  o Preference: No qualitative data or comparison group, so not really what programs have said they wanted

  o Complexity: It is a fairly straightforward survey, the most complex part will be sampling and analysis. But with no comparison, sampling and analysis should be relatively simple

  o Cost: Large survey, which means the potential to use quite a few volunteers, which could be costly. There is also the suggestion to disseminate the information gained widely, which could potentially cost money

- Participatory Impact Assessment:

  o Capacity: Need a strong M&E team with deep knowledge into different interview and FGD techniques. The goal is to use FGDs and interviews to quantify qualitative data and do an analysis, so need both strong quant and qual analysis skills as well as very well-designed questionnaires and FGD
facilitation. While capacity for qual data needed and a bit of quant data, nothing prohibitive.

- Preference: Gives a comparison between beneficiaries and non-beneficiaries and qualitative data that interviewees have wanted. Does not give the overall quantitative data, so it is not everything that was wanted, but does attempt to quantify some of the qualitative data

- Complexity: Moderately complex with multiple interviews and FGDs. The FGDs analysis of the FGDs is also complex, as they attempt to create a baseline and repeated measures, then quantify that data

- Cost: moderate cost, because sampling % means that there could be large numbers of interviews required, meaning many volunteers.

- **MAPP**
  - Capacity: moderate capacity is needed for this methodology, as FGDs need to be facilitated to result in the specific info needed. Strong knowledge is needed on the methodology and FGD facilitation. Analysis is also not straightforward, will need good skills. Usually done by a consultant.
  - Preference: Is collects qualitative data and compares beneficiary to non-beneficiary, but does not collect much survey data.
  - Complexity: Not very complex, besides the need to set up the workshops and design the FGDs. While this is challenging, it is less complex than other studies.
  - Cost: This depends on the sample size and whether a consultant is hired. If a consultant is hired, then this could be fairly costly.

- **Beneficiary Assessment:**
  - Capacity: Need someone really well trained in participant observation, orientation is required, and a lot of research is required before starting data gathering. This requires moderate capacity. Also need someone to do qualitative analysis.
  - Preference: No quantitative data is gathered and there is no comparison between beneficiaries and non-beneficiaries.
  - Complexity: Not very complex, besides the pre-data collection phase.
  - Cost: This should not be very costly, as not many people are required for data collection or analysis.

- **Most Significant Change:**
  - Capacity: Not as much capacity is needed for this methodology. Sampling needs to be done, and there need to be volunteers or staff members that know how to conduct qualitative interviews.
  - Preference: Does not compare beneficiaries and non-beneficiaries, and does not collect quantitative data.
  - Complexity: Is it not a complex process, the biggest complexity comes from gathering stakeholders at multiple levels to pick the most successful cases.
  - Cost: It has been indicated that the first round of data collection could be from 100s of people. If that sample size is chosen, then it could be costly to have that many volunteers being used for longer interviews.

- **QUIP:**
  - Capacity: the questionnaire development and sampling, as well as data collection, should be done by an outside evaluator. FbF team and M&E need little capacity for this.
- Preference: Does not collect quantitative data and does not compare beneficiaries and non-beneficiaries. Interviewees also mentioned wanting to be involved and build capacity, which this methodology does not really require.
- Complexity: Fairly straightforward for FbF teams. They receive all the data and then just need to do qualitative analysis.
- Cost: Could be expensive to hire outside evaluators.

- GEM:
  - Capacity: This requires some capacity upfront to go through all existing data and identify all possible explanations of what happened. Good M&E experience and data analysis skills needed. Questionnaires then need to be based off this info, so need to have strong questionnaire development skills.
  - Preference: Does not collect quantitative data and does not compare beneficiaries and non-beneficiaries.
  - Complexity: Gathering all of the data needed to determine all possible explanations could be quite complex, as could determining who needs to be interviewed for what purposes.
  - Cost: fewer interviews are needed, therefore fewer volunteers. This would not be very cost-intensive.

- Outcome Harvesting:
  - Capacity: need good M&E and research capacity to comb through existing evidence and create outcome descriptions from that evidence. Also need to design learning questions and questionnaires as well as data analysis skills.
  - Preference: Does not collect quantitative data and does not compare beneficiaries and non-beneficiaries.
  - Complexity: Not exceedingly complex. The hardest part is determining the outcome descriptions. It then just involves conducting interviews or FGDs and analyzing data in the context of the outcome descriptions.
  - Cost: Not very costly, as fewer volunteers are needed for interviews and staff members can facilitate FGDs.
Appendix F: Success Case Method In-Depth Specifics for FbF Studies

1. Component 1: Developing impact model and model of success

There are two parts of the first component that must occur prior to data collection. The first is to develop an impact model. This will vary between each FbF program, because each program has been established using different hazards and early actions. Therefore, each program will have a slightly different theory of change to base the impact model on. This paper will use Bangladesh as an example.

**Developing Impact Model**

Their theory of change is that by providing cash grants prior to flooding, then beneficiaries will be better able to evacuate, make fewer destitution sales, accrue fewer debts, consume more and better quality food, experience less psychological stress, suffer less disease, and resume productive activities than if they had not received the cash. Using this theory of change the impact model can be created. This can be done by the M&E team at different NS, with or without input from stakeholders. Even if stakeholders are not consulted, the draft impact model should be circulated amongst the assessment team staff and the FbF team to make sure everyone is in agreement.

- **Example of Impact Model**

The most basic form of the impact statement is the following: By providing early actions before a forecasted hazard, beneficiaries should be able to prevent or reduce negative impacts such as loss of life and livelihoods. For the Bangladesh FbF assessment, the impact model would be more specific, and would constitute the following: By providing cash grants in advance of forecasted flooding, beneficiaries will be able to evacuate the affected areas, limit the number of destitution sales, consume good quality food, and generally prevent the negative impacts of flooding.

**Creating Model of Success**

In most SCM cases, because it was initially designed as a way to determine whether interventions had an impact on organizational results such as ROI, the model of success is that participants that underwent training were able to apply these trainings successfully and produce better results. In a modified SCM study that assessed the impact of a nonprofit program, success cases have been participants that retained stable employment and housing. Other examples include having success be measured in high changes in psycho-social scores and having positive health and housing outcomes as judged by social care workers. This shows that the methodology can be adapted to different fields and models of success can vary greatly. All involve taking impact models and deciding which variables define a successful impact. For FbF programs the success model will vary by program,
because there are different combinations of hazards, early actions, and impacts. Coryn et al. (2009) created a success model using three different variables. If a participant had a positive outcome with all three variables, they were deemed a success. A similar technique will be used for FbF programs to define success.

- **Example of Model of Success**

To use Bangladesh as an example, the impact model involved several variables: evacuation, limiting destitution sales, consuming good quality food, experiencing no change in health, and not going into debt. Therefore a model of success will include these variables. A success for evacuation will mean that beneficiary households were able to evacuate prior to flooding with their families, livestock, and assets. A success in limiting destitution sales will mean that beneficiaries did not have to sell assets such as furniture, cookstoves, or livestock in exchange for money or food. Success in consuming good quality food will mean that the number, size, and variety of meals did not change from prior to the flooding. Success in terms of family health would mean no increase in health issues from prior to the flood. For the debt indicator, success would entail not needing to take out new loans after the floods. To be a success case, a participant will need to have had a success in at least four out of the five criteria. A participant will be classified a moderate case if they have had a success in two or three criteria. A participant will be classified a failure case if they have had a success in one or fewer of the criteria. The diagram below visualizes the breakdown.

![Success Model Diagram](image)

- **Component 2: Quantitative Survey**

This can be adapted based on which indicators are being assessed and how many indicators are involved in the impact assessment.
The quantitative survey will gather basic information on the intervention and impact to find success and failure cases. Using the Bangladesh example, the survey will therefore need to ask questions about conditions prior to receiving the grant, what was done with the grant, and conditions after the flood in relation to health, livelihoods, and assets. This will help establish a baseline and then look at what changed. In the example of Bangladesh, questions need to provide enough information to assess whether a case was a success in any of the five categories. Previous uses of this methodology have used very simplistic surveys just to determine the success cases, which is one of the reasons that it has been described as a simplistic methodology. For FbF studies, the survey will be a bit more detailed, so that aside from determining success cases some quantitative data can be gathered from beneficiaries.

**Sampling and Sample Size**

Many of the studies that have previously used this methodology have administered the survey to all participants, because they have had a small number of participants (Coryn et al., 2009; Clinton et al., 2007). The FbF programs have much larger number of participants, for example 1059 people were given the cash grants in Bangladesh (Gros et al., 2019). Therefore, a sample of participants needs to be taken. Sampling can be done in several ways, depending on the geographical area where the trigger occurs. If the area is small, one stage random sampling can occur. If the geographical area is larger, it may be better to do two-stage cluster sampling, where districts are first randomly sampled, and then individual beneficiaries are randomly selected from the sampled districts (USAID, 2021). In previous studies used to assess WFP interventions on nutrition, they have found that if there is limited data on the variables that are being assessed, a sample size of 150 to 250 beneficiaries should be sufficient. If the sampling design involves clustering, then 10 households per cluster should be sufficient, so between 15-25 clusters should be randomly selected (WFP, 2009). According to Israel (1992), with a population size of 1000 (which is similar to the Bangladesh intervention population) a sample size of 91 would result in an error of ±10% and a sample size of 286 would result in an error of ±5%. The error would be approximately ±5% if the upper bounds of the WFP sample size is used. If the site has the capacity to conduct sample size calculations, that can be done in lieu of using the 150-250 sample.

**Administration of Surveys**

Interviewees all mentioned that volunteers had a lot of experience in administering surveys, so they should be used. Administration of this survey will require the day long training, similar to previous surveys. In past IAs, there have been issues of not being able to find beneficiaries, so backups will need to be identified in advance.

**Analysis**

After the surveys are administered, the data will need to be analyzed to find the success and failure cases. This will require someone with basic knowledge of
statistics to look at the data. In prior studies, there have been specific cut offs for numbers that have been considered a success and failure, and all other cases are classified as moderate (Coryn et al., 2009). For the example of Bangladesh, analysis will need to be done on whether a beneficiary was a success in the five variables that were established in the model of success. This survey data should also be used to provide quantitative data on the intervention, as well as demographic characteristics. This survey can provide information on what beneficiaries experienced before, during, and after the flooding as well as how they used the grants.

3. Component 3: Qualitative Survey

The next step of this methodology is to sample a few of the successes and failures to interview to determine what factors led to the success and what led to the failures. Different studies have done this differently, with some choosing to only look at successes, but for FbF it is important to have a comparison with failures and to see why things didn’t go well (Brinkerhoff, 2005).

Sampling and Sample Size

The number of successes and failures has varied, but there are usually between 2 and 6 people from both success and failure groups interviewed (Coryn et al., 2009; Clinton et al., 2007). As FbF studies have larger beneficiary numbers than previous studies done, the sample size should be a bit larger to help understand different reasons for success and failure, between 6 and 10 in each group. Literature on qualitative sample sizes has suggested that a sample of 10 participants is sufficient if participants hold a large amount of information relevant to the study. All participants will be able to provide large amounts of information, therefore the sample size of 10 seems sufficient (Multerud et al., 2015). Other research has suggested that 15-30 is the optimal sample size for single case interview studies (Marshal et al., 2013). The upper range of the sample size proposed here fits these requirements.

Questionnaire Development and Administration

Qualitative questionnaires will be developed differently for successes and failures. The goal of these questions will be to allow an open-ended conversation about why successes were successful and why failures failed. In the example of Bangladesh, this would include questions on how the grant money was spent, what challenges occurred when preparing for floods, and what occurred to the beneficiary after the flooding (Gros et al., 2019). These questions should be developed to probe for specific information on successes and failures so that FbF staff can get a strong understanding of which actions worked, why they worked, and if there are specific characteristics or actions that were taken that have led to successes. For failures, information needs to be collected to determine if some actions didn’t work and why they didn’t work. If actions didn’t work, the interviewee should be probed to determine why they didn’t work. If some actions that were taken with the cash were not successful, this information needs to be determined in the interviews so that
recommendations for actions can be given prior to cash transfers. Questionnaires will be administered as semi-structured interviews. Staff members or volunteers that are trained in qualitative interviews can conduct the interviews.

4. Component 4: Analysis and Reporting

Qualitative analysis will focus on the reasons that success cases became successes and why failures failed. This will help determine if there is a pattern to success and failure, and what some of those conditions are (Piggot-Irvine et al., 2009). All of the results are then written up into a report. Most of these reports are typically written as “success stories,” but in the case of FbF, the descriptive statistics and the failure stories should also be included to provide context and detailed analysis of failures (Brinkerhoff, 2005). Looking at failures will hopefully provide evidence of changes that can be made to improve the interventions. The final report should include quantitative data on the intervention and participant characteristics as well as in-depth success and failure stories.

5. Modifications

Depending on the capacity and funding available at different National Societies, there are several modifications that can be made.

Adding non-beneficiary groups

First, many interviewees mentioned the desire to look at non-beneficiaries in addition to beneficiaries. If the capacity and funding is available, non-beneficiaries could be sampled to take the survey and several success and failure cases should be interviewed. This will give a brief picture of the characteristics of the non-beneficiaries and some of their success and failure factors. There are several different sampling techniques and sample sizes that could be used depending on the capacity of the NS and the funding that is available.

1. Include non-beneficiary success and failure interviews

This modification would include purposive sampling of a small sample of non-beneficiary failure and success cases. This will involve using the same variables to determine the beneficiary success model, and sampling people that have had a successful preparation for the flood based on those variables and those that have not been successful. Information for sampling can come from either stakeholder knowledge or post-disaster surveys done by NS. The sample size should be similar to the beneficiary interviews, between 6-8 participants in each group. Previous research on sample sizes for qualitative research has been inconclusive, but a meta-analysis suggested that a sample size between 15 and 30 should be sufficient, so combined with beneficiaries this sample size is sufficient (Marshal et al., 2013). They will be asked similar questions to the beneficiaries. The data collected from the interviews will be able to establish how people that did not receive funds responded to the flood, and different reasons that they had successes or failures in response. While it does not provide a representative sample of the non-beneficiary population,
if the NS does not have greater capacity it will at least provide non-beneficiary information to draw some conclusions about the program impact. The figure below provides an overview of how this modification would work.
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**Figure: Modification with non-beneficiary interviews**

2. **Include non-beneficiary survey and interviews**

This modification is most appropriate for NS that have a strong statistical and M&E capacity. It involves surveying both beneficiaries and non-beneficiaries, and then finding successes and failures from both groups and interviewing them to get in-depth information on both groups. There are different sampling techniques that can be used to determine sample size for this modification. If the data is available, and the NS has the capacity to do so, the traditional sample size calculation to compare groups should be used. If those sampling techniques are too difficult for NS to do, or the NS is not able to conduct a survey with the large sample sizes that will result from sample size calculations, then the WFP sampling technique can be used. To determine the impact of nutrition programs, they use the sample size of 150 to 250 per group as a rule of thumb if not enough data is available to calculate sample sizes. Using that rule of thumb, 150 to 250 beneficiaries and non-beneficiaries should be surveyed (WFP, 2009). Fewer participants could be surveyed, but that would limit the representativeness and increase sampling error. It has been suggested a minimum of 100 participants per group should be sampled (Singh & Masuku, 2014). The downside to this sample size is that it does not have the same rigor as determining the sample size statistically. If the capacity and resources are available, sample size calculations could be done. Sampling technique will be the same as the SCM detailed above, with either simple random sampling or cluster random sampling used.
Once the beneficiaries and non-beneficiaries are surveyed, that information will be used to determine who in both groups is a success and failure. A sample of the successes and failures will be interviewed to determine what factors led to these successes and failures. This modification allows for the comparison between both the beneficiary and non-beneficiary survey and the success and failure interviews. This should give the best overview of what happened during the intervention and what the impact was. It should also provide evidence on why and how people successfully used the intervention, along with factors that can lead to success even without the intervention. Below is a diagram that explains the events in the assessment.

Figure: Modification with non-beneficiary survey and interviews

**Adding longitudinal data**

One study that used a modified version of SCM decided to include a time series element to the design, re-surveying participants to see if participants moved categories at three different time points (Coryn et al., 2009). This could be a modification to FbF impact assessments if a program had the capacity and wanted more long-term data on impacts.

At each time point, the survey and interviews will need to be conducted, greatly increasing cost and capacity required. Despite this, this modification provides information on long term impacts, as well as robust data on participants that change groups (success to moderate/failure or failure to moderate/success).